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Relationship between Inflation and Stock M arket Returns;

Evidencefrom Nigeria
Douglason G. Omotor*

The linkage between stock prices and inflation ieesn subjected to extensive research in the pasidés and
has arouse the interests of academics, researcpesstitioners and policy makers globally, partiatly since
the 1990s. The issue has been the apparent anavhdhe negative relationship between inflation atdck
market returns as most studies in the industridlizzonomies have shown. This paper investigates thi
relationship using monthly and quarterly data ofjélia for the period 1985 to 2008. The findingste$ paper
seem to suggest that stock market returns maygean effective hedge against inflation in Nigeria.
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1. Introduction

The last two decades have been a tranquil for igerfdn economy. Inflation rate for example, rosarkedly in

the fourth quarter of 2008 reaching a 3-year high%ol per cent in December from its single digitdl of 7.8 per
cent at end of March, 2008. Precisely, the inflatrate was 6.5 per cent in December 2007. Thetiofiary

pressure which continued into 2009 as some soliesit (notably the Central Bank of Nigeria, 2009ay have
been attributed to rising food prices, inefficiamtd poor transport services, port congestion, degien of the
naira and the rush to spend budgetary allocatigrgolernment agencies before fiscal year end (Sam2009).
During the same periods, the Nigerian capital magkperienced a bullish trend when it started tbary2008 at
58,580 (with a market capitalization of N10.284litmn), and went on to achieve its highest valueresf 66,371
on March 5, 2008,with a market capitalization obaibN12.640 trillion (Aluko, 2008). The capital rket has
since the March 5 to October, 2008 lost about N&i#&n, over 26.7 percent; as market capitali@atstood at
N9.11 trillion. Nigeria equally faced a major deel in portfolio equity flows perceived to be cdated with the
sharp fall in stock market. For instance, foreigmtiplio investors withdrew $15 billion from the dfrian capital
market in January 2009 (Ajakaiye and Fakiyesi, 2008e All Share Index (ASI) consequently shredtaltshare
of 67 per cent from March 2008 to March 2009.

In attempt to find some reprieves for the contiraibearish trend in the market, the Central BanKigéria took

over the management team of 8 commercial banksteféefrom August 14, 2009 as the illiquidity inetltapital

market dove-tailed into the money market. The actiescribed as a hybrid attempt to restructurestbasks as a
result of their debt exposure to the capital markéteginning to have its toll on the average galngrice level as
analysts speculate precautionary cash balancesp@zée left to be answered is if the sharp movemiengeneral
prices (inflationary) during these years have amkage with the bullish/bearish capital market doabed

activities before and after the 2008 crash.

This paper investigates the relationship betwedtation and stock market returns using Nigerianadat
Specifically, we effect the analysis by exploridgg tdistinct impacts of inflation on the stock mdrketurns at
different time horizons, and also test the Fishgpothesis by examining the relationship betweer), (b
contemporaneous inflation and stock market retuaind, (c) between inflation and money on the onedhand
between inflation and real activity on the otheheToutcomes of the analyses are expected to beraemse
importance to investors particularly, in reachimgional decisions on asset allocation and advantewofethe
literature on financial economies.

The rest of the paper is organized as follows:ndne sections briefly review some related literatand presents
the historical perspective and performance of Négecapital market. Section 4 presents the modgh dources
and measurements. Section 5 discusses the re&aitison 6 explains the role money and economiwiacplayed
in the inflationary process, while the last secttoncludes the paper.
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2. Review of Some Related Literature

The linkage between stock market returns and ioflaif any has drawn the attention of researcherd a
practitioners alike particularly since the twerttigentury. The foundation of the discourse is thehér (1930)
equity stocks proclamation. According to the gelimzd Fisher (1930) hypothesis, equity stocks regme claims
against real assets of a business; and as suchsenay as a hedge against inflation. If this hallden investors
could sell their financial assets in exchange fal rassets when expected inflation is pronounaedsuch a
situation, stock prices in nominal terms shouldyfuéflect expected inflation and the relationshigtween these
two variables should be positively correlatedante(loannides, et.al., 2005:910). This argument o€lstmarket
serving as a hedge against inflation may also inttpdy investors are fully compensated for the insthe general
price level through corresponding increases in naimstock market returns and thus, the real retuensain
unaltered.

Further extension of the hedge hypothesis positssince equities are claims as current and fugareings, then it
is expected that in the long run as well, the stmekket should equally serves as a hedge agaiitesion. Fama
(1981) however, put up a proxy hypothesis whenrgee the relationship between high rates of iiifaeind
future real economic growth rates as negative. ¥ithvat rationalize the negative co-movements betwgtation
rates and real stocks returns however differ.

The inflation illusion hypothesis of Modigliani arfdohn (1970) point's out, that the real effect ofiation is
caused by money illusion. According to Bekaert &mhstrom (2007:1), inflation illusion suggest thaten
expected inflation rises, bond yields duly incredes because equity investors incorrectly discogat cash flows
using nominal rates, the increase in nominal yiddds to equity under-pricing and vice versa.

Feldstein’s (1980) variant of the inflation andcsteonarket returns theoretical nexus, suggestsinflation erodes
real stock returns due to imbalance tax treatméimv@ntory and depreciation resulting to a fallreal after-tax
profit. Feldstein further observed that the failofeshare prices to rise during substantial inflatwas because of
the nominal capital gains from tax laws particylaHistoric depreciation cost (Friend and Hasbrou®81). In
Fama’'s (1981) hypothesis, which is based on moreyamd theory; correlation between inflation anctlsto
market returns is not a causal one; rather, it $puwious relationship of dual effect. Yeh and (2009:168) in
explaining the Fama’s hypothesis observed thatehson for the revised correlation is because vifation is
negatively related to real economic activity, ahdré is a positive association between real agtimitd stock
returns, the negative relationship and stock rethoids. This flow of relationship according torthes not direct.

Hoguet (2008), explanation of stock-inflation nality is anchored on two stances as outlined fraam®narino
(1999); 1) that companies can pass on one-for-ostsicand 2) that the real interest rate which stors use to
discount real cash flows does not rise when imftatises and in addition, inflation has no longrtemegative
impact on growth.

The appropriate direction of the relationship oe theutrality between inflation and stock marketumes
relationship have equally generated a large bodgvafence in the empirical literature. Earlier $ésdby Bodie
(1976), Nelson (1976), and Fama and Schwert (19/&r¢ aroused by the rising inflation of the 197#she US.
According to Alagidede and Panagiotidis (2006)séhstudies compared the inflation hedge propesfiesmmon
stocks with those of other financial and real Malga for the US. They found that common stock ae®goor
hedge against unexpected and expected inflatiomndther development, Firth (1979) and GultekB8@) found
reverse evidence using UK data. Jaffe and Mand€ll&#6) also report a negative relation betweemahstock
returns and concurrent rates of inflation over slsample periods but a positive relation over thecimlonger
period 1875-1970. In another vein, Marshall (19892jued that the negative relationship between gttckns and
inflation will be less pronounced during periodsemhinflation is generated primarily by monetarycfluations.
Studies that have agreed with this proposition Greaham (1996), who found a positive relationshipsmeen
common stocks and inflation in the USA (1976-198ajing the period money rather than real activigsvihe
cause of the inflation. Spyrou (2004) study of ¢éemerging economies further provide evidences tleat suggest
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equity providing an effective hedge against inflatiand that the inflation could be explained byignificant
relationship between money and consumer pricdseieinerging markets.

Rapach (2002) employed data of 16 OECD countrigietermine the direction of the correlates. He nlezbthat
long-run inflation neutrality exists in the stoclkarkets of the countries. Following the methodologKing and
Watson (1997) in the establishment of time seriepgrties, Rapach explained that the long-run Figfffects
exists if the long-run real stock returns do ngprnd to a permanent inflation shock ( Yeh and 2009: 169).
Studies on the inflation-stock return maxim for tdigerian economy as the scan on the literaturealed are
however relatively sparse. The available few froomn search equally have their limitations. Subaid &alihu
(n.d.)using an error correction model to investgtite effects of exchange rate volatility on thge¥ian stock
market though found exchange rate volatility toregsgong negative impact on the Nigerian stockkatrthe rate
of inflation did not have any long run relationshifth stock market capitalization. The reason forlong run
relationship as adduced by the authors is the eweiig participation of the government in the markést, the
cointegration result which authors claimed to urdere this reason was not reported. Second, whiatken
(stock exchange or foreign exchange) governmericgation is overbearing is not explicitly definddowever,
in either of the two markets, government partiéggraiover the years has been eroded. ConsequenitbairSand
Salihu findings may be misleading.

Daferighe and Aje (2009) using annual data analtthedimpact of real gross domestic product, inflatand
interest rates on stock prices of quoted compani@éigeria from 1997-2006. The results among ottstrewed
that low inflation rate resulted in increased stgeices of quoted firms in Nigeria. Daferighe afyg study
suffers from misspecification drawbacks and spuim@lationship. A high Rwith suspected highly autocorrelated
residuals signify that the conventional significtedts are biased. The integrated process of thebles was not
analyzed, neither are the individual test of thiesefor random walks checked. The short data gpamly ten
points using a multiple regression technique ipjmapriate.

Table 1. Summary of Some Previous Studies

Author(s) Sign
Kessel (1956) Positive
Nelson (1976) Negative
Jaffe and Mandelker (1977) Negative
Fama and Schwert Negative
Firth (1979) Positive
Fama Negative
Gultekin (1983) Negative
Pearce and Ripley (1988) Neutral
Lee (1992) Neutral
Amidhud (1996) Neutral
Samarakoon (1996) Positive
Anari and Kolari (2001) Neutral
Croshy (2002) Neutral
Spyrou (2001) Negative
Mark Neutral
loannides et.al. (2004) Positive
Akmal (2007) Positive
Yeh and Chi (2009) Negative
Baekaert and Engstrom (2009 Positive

Source Author’s compilation

Yaya and Shittu (2010) examined the predictive pavienflation and exchange rate on Nigeria’'s stookatility.

The QGARCH model shows a significant relationshipnfiation and exchange rate to conditional stochrket
volatility. This study however did not test whetleguities are a good hedge against inflation. Turihier creates
the impetus for our study which sets out to deteendgirection of relationship between equities arihiion on the
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one hand; and if stock market returns providedftectve hedge against inflation in Nigeria on gexond hand.
However, some other previous studies (not on N&genihich attempt to empirically establish the di@t of
relationships between inflation and stock returns summarized in Table 1. The progeny is howevilr st
inconclusive as the puzzle rears.

3. TheHistorical Perspective and Performance of Common Stocks

The historical monthly behavior of the nominal (aedl) stock prices along with the general pricgebnfor the
periods of 1985(1)-2008(12) are presented in Fgdréo 4. The two series as shown in Figure 3 iatkied to
each other. In real terms, economic units expee@nice highest spike in 2005. This may not be uneoted with
the new political order of return to democratic gmance in the country in late 2003. The stockxnalkich stood
at a value of 58,579.77 ofi"2anuary 2008 with market capitalization of N10.28#on), attained its peak value
of 66,371.2 on 8 March 2008 (market capitalization, N12.640 triffjoSince this unprecedented height, the stock
index has been exhibiting secular bearish gyrafidre index declined to 50,393.88 on“23uly, 2008 along a
capitalization of N10.091 trillion with a continuetkcline to 33,754.11 and a market capitalizatibiNg.405
trillion. A noticeable rise to 38,018.44 (markedpdalization of N8.390 trillion) was experienceth d7th
November, 2008. The rise was short-lived as theketaveaned to 28,028.01 with capitalization recafrtN6.213
trillion and further decline to 20, 827.17 on 31cBmber, 2009 (market capitalization was N4.988dni). Since
the start of the bearish market, the lowest thieshb20,618.71 and a market value of N4.904 wemrded on
14 December 2009. Also from March 5, 2008 to 14 dbgmer 2009, the capital market lost well over N8.73
trillion, or about 61.2 per cent.

4. Model Specification, Data Sources and M easur ements
4.1. Mode specification

In this study, we apply a simple model in the eation of the relationship between stock returns iarfidtion,
following the lead by Spyrou (2001) as:

STK, = A1 + A ,.CPL + &, (1)

where, STKis return on the stock portfolio for Nigeria an&lds the rate of inflation ; is a constant, and, is
the slope coefficient that captures the sensitigitthe stock returns to inflation level. is the stochastic term
which assumes the properties ~Nif), Economic theory as implied in the Fisher effagpports the existence of
a linear relationship of the above system. Othedist that have previously estimated this formireddr relation
include Jaffe and Mandelker (1976), Choudhry (20@hd Alagidede and Panagiotidis (2006) among sther
Graham (1996) has argued elsewhere that althougtsitinple model of analysis does not distinguistwieen
expected and unexpected components of inflatiom,réflsulting quantitative evidence are not differént is a
priori expected to be positive. The reason is becausenfierging economies unlike industrialized econorages
previous empirical studies have shown, inflatioa primarily caused by money rather than real dgtignd the
effect may appear less pronounced (Marshall, 1998puld the estimated results of Equatiort (@)low this
pattern, we shall then investigate whether indédesl proposition holds for Nigeria. Such a relatiotiowing
Spyrou (2004) is functionally stated as:

LCPI =f (LM2, LRGDP) )

The objective here is to examine whether consumee$(LCPI) are related more to money supply (LM@ay /or
economic activity (LRGDP).
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Figure 1. Stock Price Index Figure2. Consumer Price Index
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Figure3. Stock Price Index and the Consumer Price Index X X
Figure 4. Real Stock Prices
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The time series characteristics of the variablesgoations (1 and 2) will be investigated to detemtheir levels
of integration or presence of unit root (statiotyari The level of integration of the variables tvetorder of
autoregressive process (AR1) of the variablestisidered by applying the augmented Dickey-FulldDEAtests.
The objective is to determine whether the undeghgtochastic process that generated the seridsecassumed to
be invariant with respect to time (Pyndyck and Riibd, 1998:493). The ADF is specified when is
autoregressive to eliminate serial correlationrodrs and it takes the form:

P
AYt :0'+,8[ +éY1-1+Z /]l AYt-1+CI (3)

j=1
If all the variables are found to be I(1), thasli®uld the ADF unit-root tests show that the vdealeject the null
for their first differences, then we shall test five cointegration of the variables. According toaer
representation theories (Granger, 1987), if twoiabdes are non-stationary that is I(1), and theesehave
cointegrating relationship among them, then theadyin function can be represented as an error d¢a@mnec
mechanism (Engle and Granger, 1987). The erroectbon mechanism (ECM) according to Qayyum (2085) i
popularized by David Handry through a number ofdisl (Hendry, Pagan and Sargan, 1984; Hendry and
Ericsson, 1991; Hendry and Mizon, 1993).

In order to impose the cointegrating vectors onethier correction model, should the variables heniategration

relationships, Equation (1) will be transformed limgarilization and incorporation of a differencederator 4)
and lagged error term as in Equation (4):

ASTK = A, + A,ACPI, + ECM,, +v, (4)
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4.2 Data sour ces and measur ements

The data set consists of monthly stock from Jand@8b to December 2008. The data were obtained fham
Central Bank of Nigeria (CBNgtatistical Bulletin, 50 Years Special Annivers&dgition (2009). Data include
monthly observations on Stock Price Index (STK) sueed as the Nigerian Exchange’s All Share Indenpbi
ASI and consumer price index (CPI). The monthly S¥Kised as a proxy for stock returns (also knosvecuity
returns). The growth rates of the series are défim the first difference of the logarithmic prievels. For
purpose of examining the stability of the estim#te, sample size of the data is split into two é€guh-periods:
February 1985-January 1997, and January 1997-Dexre@®08. Further justification for this choiceexfogenous
break date is the fact that the Nigerian capitalketaexperienced its first fundamental and unprengstl growth
at end of 1996. For instance, turnover value ofegkehange changed by 284 per cent to N7.063bidtoend of
1996 from N1.83billion at end of 1995; while Fomeitmvestment Portfolio Transactions ($US millionkrieased
from $1.137million to $32.99million during thesespective periods thus setting a new platform afcstral shifts
of dealings on the market from January 1997 (Séxelia Appendix for more information).

We use the log of broad money supply (LM2) measerdro represent money in the analysis. The usé20élso
finds favour in the argument of Hafer and Jans@&91) and Laidler (1993) that the boundaries of aamoney
shift over time to accommodate new financial insteats, thus making it plausible to apply M2 in mpsapply
related analyses. Real activity (LRA) is proxiedthwthe change in log of real gross domestic produecy
(LRGDP). We use LRGDP as proxy because of unavhilabin obtaining quarterly series for industrial
production. The data covered the period 1985(20tB(4).

5. Empirical Results

The descriptive statistics on the rates of theksindices and the correlations with the rates dhtion (rates of
change in consumer prices) are presented in Talitecan be observed that the sub-period mean sdhreboth
stock market returns and inflation were highestirduthe period 1985(2) -1997(1). This sub-periodveeer
recorded the lowest total risk (standard deviatiovhile the period 1997(1)-2008(12) returned thghbst total
risk. This is not however surprising as the worsrkat crash in the history of the Nigerian Capliédrket
occurred during this period.
Table 2. Descriptive statistics
Panel A. Monthly stock market returns

Sample period Mean Standard deviation = Skewndé&stosis | Sample
size
1997(1)-2008(12) 0.010 0.096 -0.728 24.644 144
1985(1-2008(12 | 0.02( 0.07¢ -0.91C 36.87. | 287
1985(2)-1997(1) | 0.029 0.046 0.427 14.420 144
Panel B. Monthly inflation rates
Sample period Mean Standard deviation ~ Skewngss tosiarl Sample
size
1997(1-2008(12 | 0.00¢ 0.38¢ 0.07¢ 34.81°7 | 144
1985(1)-2008(12) | 0.015 0.390 -0.093 3476( 287
1985(2-1997(1 0.02: 0.39- -0.25¢ 35.01¢ | 144

As regards the correlation coefficients, the resate mixed. The sub-period 1985(2)-1997(1) indieanhegative
relationship between the stock market returns anildtion. This sub-period experienced the highede rof
inflation. The correlation coefficients of the fyleriod of analysis [1985(1) 2008(12)] and the pahod 1997(1)
2008(12) are positive. Activities in the marketidgrthe later sub-period may have influenced theabir of the
entire period, given that the growth during thib-@eriod account for over 93 per cent of the tp&iod growth.
Thus, the relatively higher risk during this periméy not be amazing. Should we be guided prelimibg the
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signs and significance of the correlation coeffitse we may well conclude that the relationshipMeein stock
returns and inflation is positive. However, thieshl not be extended to imply causality.

Table 3. Correlation between changes in stock indige3TK) and inflation ACPI)

Statistic 1997(1)-2008(12) 1985(1)-2008(12) 1985(297(1)
Correlation coefficient | 0.323 (4.065)370.000 | 0.196 (3.365)*p=0.000 | -0.033 (0.404)»y=0.697
observations 144 287 144

Note: *Denotes significance at 184statistics reported in parenthesesprobability

The results from estimation of Equation (1) as @nésd in Table 4 suggest that for the empiricati@hship
between stock returns and inflation (for the whpodgiod) is positive and statistically significaftowever, the
relationship is negative for the first sub-period statistically not significant except the constanm, which may
imply better role for other factors (e.g. Treashity rate as hedge) than inflation. Interestinghe relationship is
positive in the second sub-period (1997 1 2008ah?)) statistically significant. These results initivarious forms
are not different from previous ones for emergirgpr®mies, but differ substantially from the docuteen
negative relationship in more advanced North Angrieconomies (Spyrou, 2004). A possible explandtiothe

difference in behavior of the Nigerian Stock Marlstan emerging one (like other emerging econorimethe

1990s) as it relates to the stock return-inflatimexus from those of the typical industrialized ewmores,

particularly in the late 1990s and early 2000seatier noted could be as a result money rather tbal economic
activity being the more significant determinant inflation in Nigeria. The less pronounced effectynieave

accounted for the low levels of the coefficients ddtermination. The empirical verification of theomey,

economic activity and the stock returns-inflatiaxuas is addressed in section 5.

Table 4. Relationship between stock returns and infla(®nK; = 5, + 5,CPl)

Period 31 5, R’ Durbin-Watson Stat.
1985(2)-1997(1) | 0.029 (7.521)* -0.004 (0.404) 0.005 | 2.001
1997(1)-2008(12) | 0.010 (1.292) 0.080 (4.065)* 0.098 | 2.060
1985(2)-2008(12) | 0.019 (4.330) 0.038 (3.365) ®03 2.010

NotegDenotes significance at 1%.statistics reported in parentheses

Table5. Augmented Dickey-Fuller (ADF) Unit Root Tests.

Variables Intercept| Interceptand Trend Variablestercept | Intercept and Treng
CPI -2.09 -2.08 ACPI -14.02 -9.89
STK -1.42 -0.97 ASTK -18.68 -18.72

Critical Values: 1% = -3.99; 5% = -3.43 aridd = -3.14.

Next, we address the concern of one of the anongmefierees on the need to establish the integratider of
each variable in Equation (1) even though they beagtationary given that they are rates of chahlges. query is
underscored by the fact that well into the 1980Gapieical researches in macroeconomics were basethen
assumption that the variables in such models atostry. Problem of validity arises if statistidaferences
associated with presumably stationary processemdeed nonstationary. Clive Granger (1981) is ibeeldwith
this change of realization and equally contribut@drmously to the testing hypotheses of stationauitd other
time series properties. In this regard, we condlettests for stationarity and detection of coiraégn of the
series in Equation (1).

5.1. Long-run relationship between inflation and stock market returns.
Stationarity test and cointegration
To test whether the two time series are nonstatypriae ADF unit root test is employed. Table 5gerds the
results of these tests for levels as well as €iifferences of the variables. The null hypothesithat the series are

non-stationary (that is, presence of a unit roat) the alternative hypothesis is that they argos@y (that is,
absence of a unit root). The test statistics sugbedevels of the series are not stationary betfirst differences
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of the series are stationary; thus accepting thiehypothesis of an 1(1) process. This implies ttiad series are
integrated of order one and can be tested for egiation in the Johansen sense.

The results of the Johansen (1991, 1995) systemaximum likelihood approach to cointegration aniglyese
presented in Table 6. The Johansen’s trace tesidasindetermining whether a long-term relation texietween
the two series starts with the null hypothesis thate is no cointegrating relation, and if thipbthesis cannot be
accepted, we test the hypothesis that there iat ame cointegrating equation. Since there arg twd variables
in the model, we test whether the number of conattirgy equations is zero, one, or two (Anari andakip2001).
The results of the trace test suggest the existeficene cointegrating equation (or long-run relaioThe
maximum eigenvalue test equally report the exigenicone cointegrating equation between stock metand
inflation. Cointegration also implies that caugaékists between the variables in at least onetiine but does not
indicate the direction of causal relationship (Erdaal. 2008).

Table 6. Trace andAk —max Test Statistics

Null, Ho Alternative| Trace 5% Ccri. Null, Ho Alternative| £ —max 5% Ccri.
Val. Val.

r=0 r>1 21.24 15.49 r=0 r=1 18.52 14.26

r<i r>2 2.7z 3.8 r<i r=2 2.72 3.8¢4

Trace test and Max-eigenvalue test all iadid cointegrating equation at the 0.05 level.

Test of causality in the spirit of Granger wheniesico integrates, tantamount to estimating anr ewaection
model (ECM) of Equation (1) using first differencafsthe variables. The results of the long-runtrefes based on
the Least Squares technique are reported in TaiMeilé the Granger causality results are presetiteckafter In
Table 8 respectively.

As shown in Table 7, the estimated Fisher coefiicig,) is positive, very low (less than 1) but statialiy
significant at 1 percent and not serially correlat§ he low level of the Fisher coefficient provéde conservative
estimate of how inflation in the long-run affectsck market returns in a typically emerging marketw levels of
Fisher coefficient have also been reported by atbsearchers for emerging markets (some includeriigusing
different periods, empirical methods and data sdisee Alagidede and Panagiotidis, 2006; SpyroiQ &ic.). It
may be argued as well that the low Fisher coefiicieay result from failure of the market to includérmation
contained in inflation and thus likely to offer grd partial hedge to investors against rising tigta

We also report the estimate of the speed-of-adjerstrroefficient ¢7,) in Table 7. The value of -0.005 means that

stock market returns takes a longer time to retartheir long-run equilibrium following movementis the
Nigerian goods market. This finding of long time foflation to be fully reflected in stock marketturns is
consistent with Fisher. As noted by Anari and Kio[@2001:598), the long time effect influenced Fisli£930)
invents of distributed lag models and consequemdyars of interest and inflation rate series foe tbnited
Kingdom and United States. The outcome is thatésterates follow price changes with long distrdzlitags of
about fifteen to thirty years.

Table7. Long-Run Relation between Inflation and Stock kéaReturns
(ASTK, =8, +9,ACPI, +5,ECM,,)
Period 9, 9, 9, Prob.| R Durbin-Watson Stat.

1985(1)-2008(12) 0.019 | 0.067 | -0.005 |0.000| 0.107 2.074
(4.372) | (5.341) | (-4.672)

5.2. Granger causality

As earlier noted, cointegration imply that caugadikists between the variables in at least oneciine but does
not indicate the direction of causal relationsHip. avoid miss-specifying the model, we include ¢me period
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lagged error correction term following Chontanaeftal (2006) in the estimating the Granger causaliy. t€he
empirical result as presented in Table 8 suggesatstun uni-directional causal relationship frorfidtion to stock
market returns and not the other way round.

Table 8. Pairwise Granger causality tests

Null Hypothesis Obs. F-Statistic Probability
ASTK does not Granger caus€PI 286 29.765 2.E-12
ACPI does not Granger caus8TK 2.862 0.053

5.3. Stability analyses

Stability tests were conducted over the sampleoddsy applying both the Chow breakpoint and Quakairews
tests. The results could not reject the null higpsis of no breaks at specified breakpoints. Thhese were
periods at which significant drift in the relatidbmg between inflation and stock market returns geigh This is
more noticeable in 1995 and after 2006. The residltise Chow breakpoint are contained in Table 9.

Table9. Chow breakpoint Tests

F-Statistic 6.367 Prob. F(3,281) 0.0008
Log likelihood ratio 18.875 Prob. Chi-square (D8
Wald statistic 19.102 Prob. Chi-square 0.0003

6. Money, Economic Activity and the Stock Returns-Inflation Nexus

This section explains the role money and econoriivigy could have played in inducing the positikeation
between stock returns and inflation nexus of Naggrarticularly in the late 1990s up till 2008; adogized by
Marshall (1992) among others. To achieve this, vlkdity of the long term equilibrium among the iadoles
(consumer prices, money and real activity) is exaahiusing the variant of the Johansen techniquaileigtin
Johansen and Juselius (1990).

We begin by first considering whether each serieinfegrated (the order of difference before stetiity is
achieved) of the same order. To do this, the stahdaigmented Dickey-Fuller (ADF) test and Schwarz
Information Criterion (SIC) as indicator for laglegtion were first determined. The ADF results presented in
Table 10 and in no case can the hypothesis thasdhies contain a unit be rejected. The first diifees are,
however, stationary and thus the series are I(d)camdidates for cointegration. All the ADF regiess include
an intercept and trend, while the asymptotic aitivalues are from MacKinnon (1999) provided by the
econometric software (EViews version 7).

The cointegration rank is then conducted with tleximum eigenvalue and trace test. The model lagc8eh is
based on the lowest SIC. We however discussedthalyesults of the cointegration tests for the darppriods
1997(1)-2008(4) in Table 11 for two reasons; fifst, purpose of space and second but most importhat
robustness of its results when we analyzed the-tangelationships of the three sample periods.s€qnent upon
this, further analyses and discussions shall lect=sl to this sub-period.

Table 10. ADF Unit Root Test on Variables

Serie: Levels First Differenc Order of Integratio
LCPI -2.051 -12.542* I(1)

LM2 0.94: -10.689° I(1)

LRGDP 1.725 -9.306* (1)

Note: * denotes significance at 1% critical valfresn MacKinnon (1999)

The trace statistic and the maximum eigenvaluéstitasuggest one cointegration vector at 5 persigmtificance
level for the three sample periods. Given the endédenf one cointegrating vector among the thremlblas (r = 1),
we normalize the cointegrating vector on the natmg of consumer prices (LCPI) of Table 11. Thisoameans
that the hypothesis that r = 0 is rejected agaimstrule r = 1, but the hypothesis that r = 1 carb@rejected
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against r = 2, and so on. The implication is thate is a long-run relationship between consumeegi(inflation
index), money and real activity in the Nigerian italpmarket.

Table 11. Cointegration Results
Panel A: Trace Statistic

Period Null Alternative Statistic 0.05 Critical \Ymls Prob. *
r=0 r>1 80.16687 29.79707 0.0000
1997120084 |r <1 r>2 6.427749 15.49471 0.6450
r<2 r=3 0.845752 3.841466 0.3578

Note: Trace test indicates 1 cointegratiqgation at the 0.05 level.
*MacKinnon-Haug-Michelis (1999) p-values

Panel B. Max-Eigen Statistic

Period Null Alternative Statistic 0.05 Critical \Ymls Prob. *
r=0 r>1 73.73912 29.79707 0.0000
1997120084 |r <1 r>2 5.581997 15.49471 0.6450
r<2 r=3 0.845752 3.841466 0.3578

Note: Max-eigenvalue test indicates 1 coirdatgg equation at the 0.05 level.
*MacKinnon-Haug-Michelis (1999) p-values

We extracted the estimates of the normalized cgiatang coefficients below the cointegration vectdth their
standard errors reported in parentheses. The niaedatointegrating results reported on Table 12note that
money supply is positively related to consumer goiiledex, while the sign of the economic activitgicates a
negative relationship with the consumer price indékhe coefficients are equally statistically sfgEnt at 5
percent level. The implication of this shall beadissed alongside the tests of restrictions.

The sequential tests of restrictions were carrietllly imposing over-identifying restriction on aestimated
cointegrating relation; first, that money supphuals zero [LM2 = 0], and then the measure of ecoo@muitivity
[LRGDP = 0]. The results reported in Table 12 shbeat the restrictions are rejected, that is, thgelikelihood
ratio statistic for testing the restriction based the probability values for both restrictions aatistically
significant. Thus the restrictions are rejectedhest 5 percent level of significance. This furthenfirms the
normalized cointegrating results that consumeregriare related to both money and real activity tuad the
money also matters in the determination of inflafio Nigeria. The implication of the results isttldough money
matter in the relation, equities are a good hedggnat inflation in Nigeria (during the period afview) as
economic theory suggest. This may not be uncondeotéhe bullish market trend during a significaatt of the
period of analysis before the great global financiash in the later part of the period under revighich
eventually had a backlash effect.

Table 12. Normalized Cointegrating Vector and LR Test eSRictions (1997 1 2008 4)
Normalized cointegrating vector (standard errgpanentheses)

LCPI -22.827
= 0.551LM2  LRGDP
(0.058) (1.911)

LR test of restrictions [probability]

LM2=0 y2(1)= 5.288[0.021]
LRGDP = ( 2 (1) = 67.455 [0.00(



Journal of Applied Statistics Vol. 1 No.1 11

7. Conclusions.

Fama’s ‘proxy hypothesis’ explains the apparemineely of the negative relationship between inflatamd stock
market returns as against economic theory suggettiat equities are a good hedge against inflafidw focal
objective of the paper is to investigate this ietaghip using monthly and quarterly data of Nigédathe period
1985 to 2008. The findings of this paper seem tmest that stock market returns may provide arctfe hedge
against inflation in Nigeria. This is explained the significant and positive relationship betwepftation and
stock prices as the Fisher (1930) hypothesis patssil This also implies that investors in makingdyportfolio
decisions should perhaps view equities as long-testdings against inflation’s erosion of purchaspuyver. This
is with caution as recent developments in the Négecapital market may have suggested that equitig not
necessarily be the best performing asset classtbeeshort term.

Another implied finding of the paper interesting ie mentioned is that the monetary and real sedbtbe
economy may not be independent of each other, aseeynmay also matter in explaining the behaviour of
inflationary process in Nigeria. Thus policies gehat controlling inflation should take into cogmize the role of
monetary and real variables especially as thedgwih long way in further deepening of the stockrket.

Endnote
1. The results of Equation (1) from a simple Ordinkeast Squares (OLS) technique are presented ire Tabl
4.
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Appendix
Nigerian Stock Exchange Performance

Indicator | (End) 1995 | (End) 1996 | % Change

All-share index 5092.15 6992.10 37.3

Market Capitalisation (N billion) 1711 285.6 66.9

Turnover Volume (N million) 397 882 122.2

Turnover Value (N billion) 1.83 7.063 284.0

Number 31 36 16.1

Value (N billion; 7.06:% 21.50( 202.80(
Foreign Investment Portfolio Transactions ($US i) 1.137 32.99
Average P/E Ratio 9.2 12.2

Source http://www.mbendi.com/exch/16/p0005.himownlaod 25-02-2011].
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Is the Stock Market a Leading Indicator

of Economic Activity in Nigeria?
Alvan E. Ikoku*

In an effort to address the lacuna in leading irdor studies of African economies and Nigeria imtigalar,
this paper examines the causal relationships anmgingk market prices, real GDP and the index of #tdal
production in Nigeria, using quarterly data from 8801 to 2008Q4. Granger causality tests indicate bi
directional causality between stock prices and GBUIR no causality between stock prices and industria
production or between GDP and industrial producti@tock prices and GDP are found to be cointegrated
leading to the estimation of vector error correctimodels. Out-of-sample forecasts constructed WR{1),
ARIMA, structural ARIMA, and VEC models indicatatthtock prices contain information that can bedute
improve the accuracy of GDP forecasts and enhameednduct of macroeconomic policy in Nigeria.

Keywords: Leading indicators; stock index, Granger catysatbintegration, vector error correction models,
forecasting GDP, Nigeria

JEL: E32, E37, G15, G17
1.0 Introduction

Policymakers in most advanced and several devajamtions use economic indicators to predict thectibn of
aggregate economic activity. When these econondgiicators can reliably signal changes in aggregebe@mic
activity several months or quarters into the futuhey facilitate the conduct of macroeconomic ges which
must anticipate the future and take correctiveoadih order to keep the economy growing at, oreckos capacity
with price stability. Because of their embodimehexpectations, financial market variables suckaqsty prices
and the yield curve tend to perform well as leadimtjcators.

Our primary interest in this paper is to investigathether or not stock prices are leading indicatfreconomic
activity in Nigeria. Equity market prices reflettet expectations of investors and market operatgarding the
performance of firms and the economy in generahwéspect to economic growth, profitability, therde of
interest rates and inflation among other variablesthe extent that these expectations are largmisect, stock
market prices could be used as an indicator ofréuiconomic activity. If stock prices can reliaphedict GDP
growth, then they can be used to create, along watitler indicators, a composite index of leadingnecoic
activity. The improvement in forecasting accurazyé derived from such a composite leading inddixemhance
the conduct of monetary and fiscal policies, motethe vagaries of business cycles and signifigaerthance
economic welfare.

Leading indicators tend to perform better than bemark autoregressive models in forecasting theréupath of
economic activity (Stock and Watson, 2003b). Howeireorder to perform well as leading indicatdvolman

and Jordaan (2005) claim that time series must laagtable relationship with the business cycledneebe

published in a timely manner, must be final data subject to revisions and should be available onoathly

basis. Stock prices obviously meet three of the fequirements listed by Moolman and Jordan. Howewe

need to examine their relationship to the busimyste or aggregate economic activity in a rigorousnner in
order to establish their suitability as leadingidadbrs. Data constraints currently preclude amemation of the
role of the term structure of interest rates asaalihg indicator of economic activity in Nigefiddowever, few
studies have been conducted on the role of stdckgas leading indicators in African countfjeand this paper
attempts to bridge this lacuna with respect to Nige

The paper is organized as follows. Section 2 ptesgmeview of the theoretical literature and efoplrevidence
on stock prices as leading indicators from advanaerd emerging economies. In section 3, the data and
methodology are discussed while the results ofraiatic tests, including unit root, Granger caugalitd Johansen

! Deputy Director & Head, Financial Policy DivisioMonetary Policy Department, Central Bank of Nigeri

*The views expressed in this paper are those oétitieor alone and do not necessarily represeng thiokhe Central Bank of Nigeria or
CBN policy. Useful contributions by seminar pap@nts at the Central Bank of Nigeria are gratefatignowledged. We would like to
thank Dr. Sarah Alade, Deputy Governor, Economiici?oand Dr. Okorie Uchendu, Director of Monetd®glicy, for financial and moral
support.

2 A thorough analysis of the information contentlaf yield curve will become feasible over timeiasetseries data on bond yields
accumulate. Long-maturity instruments, such aslthgear and 20-year bonds, were introduced in Miges recently as August 2007 and
March 2009, respectively.

3 Jefferis, Okeahama and Matome (2001) and Maur@3Rére among the few studies on African economies.
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cointegration, are presented in section 4. Iniged, we present the results of out-of-sampledasés conducted
with and without stock prices as a structural y@gaSection 6 concludes the paper.

2.0 Review of Theoretical and Empirical Literature

2.1 Theoretical Bases for Stock Prices as Leading Inditors

There are at least four theoretical bases for ohee of stock prices as leading indicators of ecoisoactivity—
stock prices as aggregators of expectations, tBe aforaising equity capital, the financial accater and the
wealth effect.

The standard valuation model recognizes the vdlaesbare of common stock as the present valuleeoéxpected
future dividends from owning stocks. The Gordon5@p, or constant growth, model in equation (1)vehohe
now familiar relationship between expected dividgrd, the required return on equities, r, the anti@dajrowth
rate of earnings, g, and the current prige oPcommon stocks.

p, = _Du (®)

r-g

This relationship holds even if an investor hasharstime horizon. An investor with a one year kon will
receive Q plus Rupon selling the stock. However; B a function of B to D,. While computationally
convenient, the Gordon model is valid only when g and when g, the growth rate, is constant (Brigtzend
Houston, 2007). More generally, the value of alstimtlay can be expressed at the present value offiaite
stream of dividends:

0

_ D,
Po = 2 @ @

If stock prices depend on expected dividends awdleids depend on the profitability of firms, th&ock prices
should embody expectations held by investors reéggrthe level of economic activity. This forwardsking
property of stock markets suggests that stock grigeuld perform well as leading indicators, subjertthe
reliability of investors’ forecasts of economic imity and corporate profits. Stock prices shouleclche if
investors anticipate a slow-down in economic attigind rise if they expect an acceleration of ectinactivity.
In short, stock and other asset prices are leadufligators of economic activity because they aravéod-looking
economic variables (Stock and Watson, 2003a). Biavior of global stock markets in the first thopgrters of
2009 indicates that they anticipated the nascemiauic recovery by one to two quarters.

Because the optimal capital structure usually mesla mix of debt and equity, the cost of equitpited is a
significant portion of most firms’ weighted averagast of capital, the hurdle rate for investmerdjgets. Firms
issuing equity in order to obtain investment fumalgst not only consider the required return on tleeuity but
must also take flotation costs into account. Gitlem high cost of raising external equity, firmsyntee more
willing to issue equity when stock prices are higlorder to maximize the proceeds from selling oship stakes.
Even though some scholars [see for example, Rit®@91), Baker and Wurgler (2000), and Hirshleif20q1)]

claim that firms knowingly sell overvalued equityihvestors, thereby violating some of the tenéthe efficient
market hypothesis, there is no doubt that highamrksprices are consistent with a lower cost of gofair firms. If

a lower cost of equity reduces the weighted avecage of capital and makes more capital projecomemically

feasible, a positive relationship could developiaein stock prices and subsequent economic activity.

The financial acceleratorchannel stems from that fact that rising stockcgsilead to an improvement in the
balance sheets of firms and households which,rim fmproves their creditworthiness [see Fazzadle{1988)
and Bernanket al. (1996)]. The increase in creditworthiness redum@sowing costs and increases the borrowing
capacity of firms and households, stimulating inrest spending and current consumption. Predictahly
financial accelerator also operates in downturrceofding to Bernanke et al., “the theory underlyihg financial
accelerator suggests that (1) borrowers facindivelg high agency costs in credit markets will b&se brunt of
economic downturns (the flight to quality); andttia) reduced spending, production and investmgnhigh-
agency-cost borrowers will exacerbate the effettea@essionary shocks” p. 14. The financial acegtaris similar
to the cost of capital channel because both op#redegh the capital structure of firms and housdghoHowever,
while the cost of capital channel is conventionalgemed to operate through the issuance of equitytlae
financial accelerator through the issuance of dedith channels could conceivable operate througlisguance of
both debt and equity.
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Thewealth effecbperates via the consumption function, when hoaldsitonsume not only out of earned income
but also as a result of perceived increases irvahee of their assets, including real estate andtggncreasing
stock market wealth seems to improve consumerraentiand raise expectations of higher incomeserfuture
(Otoo, 1999). Caset al,, (2005) estimated the marginal propensity to soresout of housing wealth in the range
of 11 — 17 percent and out of equity wealth of dtdbpercent in 14 western nations. Using micradat the
U.S., Bostic et al. (2009) found “an important rdler both financial wealth and housing wealth ire th
determination of household consumption patterng rEsults suggest the estimation of significanffents in
both cases; the implied elasticity with respectdtal consumption is .02 percent for financial #ssand .04
percent for house values. House values were muale mgportant for non-durable and food consumptiod a
financial assets were much more important for derabnsumption” p. 14. The operation of the weafflect was
palpable in the United States before the finarema economic crises, with households using homayelgans to
tap the rising values of their homes to fund corgiimn spending. The consequent collapse of U.Sswoption
expenditures following the decimation of assetggisuggests that the wealth effect operates veitiigrias well as
falling asset values. We must keep in mind, howethat the importance of the wealth effect in deiaing the
role of stock prices as leading indicators depemdsially on the extent of stock ownership in amoy. There is
more empirical evidence in favor of the wealth effen the U.S. than in several European nation$ \agtver
stock-ownership rates [see Paiella (2007) and Sin(@809)]

2.2 Empirical Evidence on Stock Prices as Leading Indators

Several studies of advanced economies have fowo#t grices to be a fairly reliable indicator of GQRowth.
Because of its leading role in the use of leadimdjciators to predict business cycles, most of thdiss of the
advanced economies have been done on the U.S.rmagoilbe Dow Jones composite index of stock pricas w
included in the index of leading indicators for tHeS. economy more than seventy years ago by Miteimel
Burns (1938). However, studies of other advancet@mies are becoming more prevalent in the liteeatas the
leading indicator approach becomes more widely sbprable 1a summarizes the empirical evidenam filee
advanced economies.

Leading indicator studies of emerging markets atehmless common than studies of the advanced edesom
This paucity of studies may be partly due to datlequacies, as quarterly GDP surveys have ongntigdoegun
for many less developed countries. Leading indicstiodies of African economies are quite rare asuhlly part
of group studies of several advanced and develomngtries. Most studies on African stock marketsis on the
role of stock market development, as measured dyatio of market capitalization to GDP, in economiowth.
For example, Osinubi (2004), Adebiyi (2005), andileen (2009) found that there was a positive tiakveen
stock market development and economic growth irefig However, Akinlo et al. (2009) found weak ende of
this relationship in Nigeria, even though they fduhat stock market development Granger-causedoetion
growth in Egypt and South Africa. The focus indegy indicator studies is on the information comtehstock
prices in terms of their ability to help predicettlirection of economic activity in the near futunet on the long
run relationship between financialization and eenitogrowth. Table 1b summarizes the empirical ek from
the emerging economies.

The review of the literature indicates that stodkgs have a sound theoretical basis for leading@uic activity.
The empirical evidence is mixed, but mostly sugperof this hypothesis. Among advanced countri#sck

markets tend to be stronger leading indicatorsoumtries with Anglo-Saxon backgrounds; this is ppshdue to
the fact that stock markets tend to play largeegdh the economies of such nations. Among ememgiogomies,
stock prices tend to become stronger leading inolisaas the economy develops and financial matketeme
larger in relation to GDP. A rigorous investigatiof the role of stock markets in predicting ecoroattivity in

Nigeria will enhance the body of knowledge in thrga as well as provide policymakers with an aold#i tool

with which to manage the Nigerian economy.
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Table 1a — Empirical Evidence from Advanced Econoneis

Study

Fama (1981)

Pearce (1983)
Huang and Kracaw (1984)

Campbell (1989)

Lee (1992)

Comincioli (1996)
Otoo (1999)

Choi, Hauser and Kopecky (1999)

Burgstaller

Stock and Watson (2003a)

Stock and Watson (2003b)

Gan, Lee, Yong and Zang (2006)

Foresti (2007)

Nation(s)
u.s. 1953 - 1987
Canada, France, Germany, U.K. & U.S.

u.s. 1962 - 1978
u.s. 1953 - 1989
uU.s. 1947 - 1987
u.s. 1970 - 1984
us. 1980 - 1999

Canada, France, Germany, ltaly, Japan, U.K.
&U.S.

Austria, Japan & U.S.

Canada, France, Germany, ltaly, Japan, U.K.
&U.S.

Data Range

5519983

1957 - 1996

Periodicity

Eindings

Monthly, Quarterly,

Annual

Quarterly
Quarterly

Quarterly

Monthly

Quarterly
Monthly

Monthly

1976 - 2002  Monthly

Stock prices led all real variables.

Stock prices tend to rise midway through
recession.

Stock prices led GDP by fouartgrs.
Stock prices and Yield CuneeGDP.

Stock prices Granger-cause industrial
production.

Stock prices Granger-cause GDP with lag:
one to three quarters.

Stock prices are leading indicato

Stock prices useful for forecasting only in
U.S., Canada, U.K. & Japan.

Stock prices had no predictive power; Stock
prices weakly affect consumption.

Monthly, Quarterly, Inconsistent results from review of sixty-six

1959 - 1999 Annual

uU.s. 1986 - 2002  Quarterly
New Zealand 1990 3 20Monthly
u.s. 1959 - 1999  Quarterly

papers.

Stock prices and other leading indicators
superior to benchmark AR model.

Stock index caused by GDP (not leading
indicator)

Stock prices had predictive power with lags
of up to five quarters.

Table 1b — Empirical Evidence from Emerging Economés

Study Nation(s)
Leigh (1997) Singapore

Czech Republic, Hungary, Poland, Russia,

Christoffersen and Slok (2000)

Husain and Mahmood (2001)

Nishat and Shaheen (2004)

Jefferis, Okeahalam and Matome (2001)

Slovakia & Slovenia

Pakistan

Pakistan

Botswana,Shiica & Zimbabwe

Argentina, Chile, Greece, India, Mexico,

Mauro (2003

South Korea, Thailand & Zimbabwe

Indonesia, Malaysia, the Philippines,

1975 - 1991

Data Range Periodicity

Quarterly

1994 - 1999 Monthly

1959 -1999  Qlyarter

1973-2004 Qlyarter

1985 -1996 Quarterly

1971 -1998 Quatékhnual

Amadja (2005) Singapore & Thailand 1997 - 2003  Monthly
Mun, Siong & Thing (2008) Malaysia 1977 - 2006  Annual
Bahadur and Neupane (2006) Nepal 1988 - 2005 Annual

Pilinkus (2009) Lithuania 1999 - 2008  Monthly

Findings
StockgwiGranger-cause GDP.

Stock prices led industrial production by one
to six months.

Stock prices lagged GDP (not leading
indicator).

Stock prices led Industrial Production by one
quarter.

Stock prices cointegrated with GDP; leading
indicator.

Stock prices in all nations except India led
GDP by up to four quarters; signal stronge
nations with high market capitalization.

Stock prices Granger-caused GDP in
Singapore and Thailand; no causality in
Malaysia and the Philippines.

Stock prices Granger-caused GDP with a lag
of up to two years.

Stock prices had no impact on GDP.
However, market capitalization Granger-
caused GDP with a four-year lag.

Stockages Granger-caused GDP.
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3.0 Methodology and Data
3.1 Methodology

Two basic methodological approaches are adoptedetermine whether or not the stock market is aihgad
indicator of economic activity in Nigeria. The firgapproach is to conduct the familiar test propdsedsranger
(1969) in order to determine whether or not changesminal or real stock prices precede changesanomic
activity (as measured by GDP or IIP). The resuftthe Granger-causality test are crucial for the af stock
prices as a leading indicator, especially if thraglever economic activity is reliable and of suéfit length to give
useful signals to policy makers. It is importanttention here that the Granger-causality test tisadly atest of
precedencand does not imply that changes in stock pricaseahanges in economic activity in the conventiona
sense. In addition to Granger-causality tests, tiligaiunit root tests, correlation analysis anéhtegration tests to
analyze the basic properties of the time series.

The second methodological approach is to deterrthieeusefulness of stock prices in forecasting esvpno
activity. An AR(1) is used as the baseline foreéo@stodel, augmented by an optimizeditoregressive integrated
moving average (ARIMA) model. Then we build fourustural models—two ARIMA models and two Vector
Error Correction models (VECMs) employing nominaldareal values of the stock index, respectively, as
structural variables. We seek to determine wheatheiot the structural models have superior fortargability, in
terms of smaller forecast errors, compared to #selne AR(1) and ARIMA models.

In order to simulate an actual forecasting envirentnthe 100-quarter sample period is divided imto sub
periods—data from 1984Q1 to 2007Q2 (94 percentheftbtal) are used to estimate models while daim fr
2007Q3 to 2008Q4 (6 percent of the total) are umedforecast evaluation. As such, the out-of-sampl
performance of the models can be estimated.

With the combination of formal tests and forecastutation, we should be able to ascertain the mfiion
content of stock prices for the business cycle igeNa. Needless to say, the ability to improveetasts of
economic activity is theaison d'étreof a leading indicator and would indicate whetbenot the stock index, in
nominal or real terms, should be incorporated égoraposite index of leading indicators in Nigeria.

3.2 Data

Because the All Share Index (ASI) of the Nigeriaoc® Exchange (NSE) was formulated in January 1@@4se
ASI data from the first quarter of 1984 to the tbuquarter of 2008, a total of 100 observationse A%l is a
market-value-weighted index representing all tloelkst traded on the floor of the NSE; it is the ostigck index
with the coverage and vintage required to trulycelin the role of the stock market as a leadingcatdr of
economic activity in Nigeria. Nominal values of IA&e deflated with the consumer price index (GBlrreate
another variable, real ASI (ASIR). CPI statistiasrevobtained from the National Bureau of Stati{iNBS).

Real Gross Domestic Product (GDP) and an Inderduddtrial Production (IIP) are used as measuresafomic
activity® for the sample period. Both variables are produbenugh surveys conducted by the National Burdau o
Statistics and the Central Bank of Nigeria. Ecormoattivity in Nigeria is dominated by Agriculturghich
accounted for 42.1 percent of GDP in 2008. This fedlewed by Industry (22 percent), Wholesale anetait
Trade (17.3 percent), Services (16.8 percent) anttiBg and Construction (1.8 percent). Remarkatilg, share
of Agriculture in Nigeria’s GDP increased by 11 érgentage points during the last twenty five yefiesn 30.5
percent in 1984 to 42.1 percent in 2008. Duringstéme period, the share of industry in Nigeria'sRGdzclined
from 42.4 percent to 22 percent, a loss of 20.4qrgage points.

4.0 Descriptive Statistics and Diagnostic Tests
4.1 Descriptive Statistics

Figure 1 contains graphical representations ofvér@bles and their quarterly growth rates. ASSIR and GDP
exhibit strong upward trends, while IIP seems thilgix a substantial degree of mean-reversion. Bezaguarterly

* This model is selected on the basis of havingdhest information criteria (i.e., AIC and SIC) vatu
® While most studies use either GDP or the Indelndfistrial Production as the measure of econontitige a number of studies, for example Fama (9981
utilize both variables. We employ both variableshis paper in the interest of completeness.
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GDP surveys by the NBS commenced in 2004, annud® @&ta were interpolated between 1984 and 2003 in
order to derive quarterly equivalents.

Figure 1 — ASI, ASIR, GDP and IIP (1984 — 2008)
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Descriptive statistics for the four time serieswtibat are ASI and ASIR returns and GDP and IIRuiinaates are
negatively skewed with fat tails, judging by thertgis statistics. During the sample period, tt& furned in
mean quarterly returns of 5.7 percent (median dipgrcent); the ASIR had mean quarterly return@.®fpercent
(median of 2.5 percent); the mean quarterly GDRvraate was 1.43 percent (median of 1.43 percemt); the
mean quarterly I1IP growth rate was -0.43 percergdjan of 0.35 percent). The Jarque-Bera statistiggest that
the null hypothesis of normality would be rejectedall four time series, even though the probapidif 0.048 for
ASIR is close to the 5 percent threshold.

4.2 Unit Root Tests
Dickey (1976) and Fuller (1976) show that the lesgtares estimator is biased downward in the pcesehunit
roots. Since th®ickey-Fuller biascan be expected to reduce the accuracy of foreoasttest for the presence of
this bias using thédugmented Dickey-Fulle(ADF) test as well as thEhillips-Perron (PP) test proposed by
Phillips and Perron (1988).

Bierens (2003) shows that an AR process as shown in equation (3):

== 2B e ©)
u, ~iidN 0,0%)
can be written, through recursive replacement ditierenced terms, as equation (4):
Ay, =a0+iajAyt_j +a, Y, +u, (4)
=
U, ~iidN (0,0?)

i
whereog = o, a :Z[)’i -1j=1..p.

i=1
The ADF tests the null hypothesis thgt= 0 against the alternative hypothesis that 0. If the ARp) process
has a unit root, them, = 0. On the other hand, if the process is statigrtheno, < 0. In contrast to the ADF, the
PP test does not require that the ARIMA processpeeified and would, thus, be less subject to resfipation
than the ADF test.
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Table 2 — Augmented Dickey-Fuller Unit Root Tests

PP Tests - Level

Null Hypothesis: Variable has a unit root

Without Trend With Trend
Variable: ASI ASIR GDP 1P ASI ASIR GDP 1P
PP test statistics: -0.9923 1.4539 2.1929 -3.6161 -8.3200.7040 -2.9202 -3.5647

Test critical values: 1% level -3.4977 -3.5022 -3.4977 3.4977 -4.0534 -4.0597 -4.0534 -4.0534
5% level -2.8909 -2.8929 -2.8909 -2.8909 -3.4558 -3.4589 3.4558 -3.4558
10% level -2.5825 -2.5836 -2.5825 -2.5825 -3.1537 -3.15553.1537 -3.1537

MacKinnon prob-values: 0.7537 0.9991 0.9999 0.0071 ®%4180.9695 0.1608 0.0382

PP Tests - First Difference

Null Hypothesis: Variable has a unit root

Without Trend With Trend
Variable: D(ASI) D(ASIR) D(GDP) D(IIP) D(ASI) D(ASIR) D(GDP) D(IIP)
PP test statistics: -4.7602 -7.2805 -10.9273 -12.7637 .634 -7.4848 -13.1681 -12.7458

Test critical values: 1% level -3.4984 -3.5030 -3.4984 3.4984 -4.0544  -4.0609 -4.0544 -4.0544
5% level -2.8912 -2.8932 -2.8912 -2.8912 -3.4563 -3.45943.4563 -3.4563
10% level -2.5827 -2.5837 -2.5827 -2.5827 -3.1540 -3.15583.1540 -3.1540

MacKinnon prob-values: 0.0001  0.0000 0.0000 0.0001 @0010.0000 0.0000 0.0000

Table 2 shows the results of the ADF tests on ASIIR, GDP and IIP. The tests on the levels of tagables,
with only a constant and no trend in the equatishsw that the null hypothesis of a unit root carbierejected
for ASI, ASIR and GDP at either the 1 percent, Epet or 10 percent levels; their MacKinnon (1986¢-side p-
values are 0.9999, 0.9991 and 0.9998, respectittgyever, with a p-value of 0.0305, the null hypstis of a
unit root can be rejected at the 5 percent levélrnmt at the 1 percent level for 1IP. ADF tests the first
differences of the variables result in a strongaegpn of the null hypothesis of a unit root for IABSIR and IIP.
However, this is not the case for GDP, which hasvalue of 0.2381. The tests on the levels ofiméables with
a constant and a linear trend in the equations kismidar results to those with a trend except that p-value for
IIP has increased to 0.1179. The ADF test resuits fivst differences are not very sensitive to dudglition of a
linear trend to the equations, giving essentially same results for ASI, ASIR and IIP, but with-gafue that
decreases to 0.0899 for GDP.

The PP tests shown in table 3 give the same remsuilise ADF tests with respect to ASI and ASIR gastjng that
both times series are integrated of order one,l{B. With respect to GDP, the PP test is more cantuthan
the ADF test, as the series becomes stationary fiwghdifferencing, suggesting anl)(process. The PP test on
IIP, with no trend in the equation, rejects thel typothesis of a unit root at levels or first diféncing, with p-
values of 0.0071 and 0.0001, respectively. Howewvben a linear trend is added to the equationPthéest on IIP
cannot reject the null hypothesis of a unit rodhat1 percent level on account of the p-value.0882.

Even though unit roots tests are known to havegdower, one can reasonably proceed on the assunhtbASI,
ASIR and GDP are 1f) series, while the IIP could be considered &y $eries based on a 5 percent significance
level. ASI, ASIR and GDP are non-stationary butilddbe made stationary with first differencing vehilP is
stationary. Where differencing is not appropri&®MA terms could be used to realize white noiserstr
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Table 3 — Phillips-Peron Unit Root Tests

ADF Tests - Level

Null Hypothesis: Variable has a unit root

Without Trend With Trend
Variable: ASI ASIR GDP 1P ASI ASIR GDP 1P
ADF test statistics: 2.1662 1.4539 1.9407 -3.0907 0.1366.1358 -0.2014 -3.0762
Test critical values: 1% level -3.5039 -3.5022 -3.5022 3.4984 -4.0620 -4.0609 -4.0597 -4.0544
5% level -2.8936 -2.8929 -2.8929 -2.8912 -3.4600 -3.45943.4589 -3.4563
10% level -2.5839 -2.5836 -2.5836 -2.5827 -3.1561 -3.15583.1555 -3.1540
MacKinnon prob-values: 0.9999 0.9991 0.9998 0.0305 (29970.9167 0.9922 0.1179

ADF Tests - First Difference:

Null Hypothesis: Variable has a unit root

Without Trend With Trend
Variable: D(ASI) D(ASIR) D(GDP) D(lIP) D(ASI) D(ASIR) D(GDP) D(11P)
ADF test statistics: -6.6700 -7.3069 -2.1182 -12.8773 .1430 -7.5022 -3.2047 -12.8433
Test critical values: 1% level -3.5039 -3.5030 -3.5022 3.4984 -4.0620 -4.0609 -4.0597 -4.0544
5% level -2.8936 -2.8932 -2.8929 -2.8912 -3.4600 -3.45943.4589 -3.4563
10% level -2.5839 -2.5837 -2.5836 -2.5827 -3.1561 -3.15583.1555 -3.1540
MacKinnon prob-values: 0.0000 0.0000 0.2381 0.0001 @O0000.0000 0.0899 0.0000

4.3 Correlation Coefficients

Correlation coefficients provide an initial look #ite relationship among the variables. In ordeexplore the
effect of the interpolation of GDP between 1984 3603, the coefficients were computed for threesarples—
1984Q1-2003Q4, 2004Q1-2008Q4 and 1984Q1-2008Q4.

ASI, ASIR and GDP are highly and positively corteth The weakest coefficient between ASI and GDB wa
0.4087 in the 2004Q1 to 2008Q4 sample, and theekighias 0.9291 in the 1984Q1 to 2003Q4 samplewide
the weakest coefficient between ASIR and GDP w262 in the 2004Q1 to 2008Q4 sample, and the highes
0.8443 in the 1984Q1 to 2008Q4 sample. In contiSt, ASIR and IIP had a weaker and, sometimesatinag
relationship. At first glance, the negative caatigin between ASI and IIP and ASIR and IIP in t®84. to 2008
period might call into question the accuracy of HR a measure of economic activity. However, inthaist
production in Nigeria was declining during thisipéer while the stock market was in the midst ofoatn for most

of the period.

We conclude that ASI and ASIR were more highly elated with GDP than with IIP, and that the intéagion of
GDP values between 1984 and 2003 did not have areeipble effect on the relationship among thealdeis.

4.4 Granger Causality Tests

Granger causality tests were conducted, using ibtearegressions as shown in equations (5) andvédyeen ASI
and GDP and between ASIR and GDising 1 to 10 quarterly lads,

ASIl, =a,+a,ASl_, +..+a,/ASI_, + B,GDP_, +...+ B,GDP_, +¢, (5)

GDR =a,+a,GDR_, +...+a,GDR_, + BASI, +...+ BASI_ +u, (6)

6 Granger causality tests conducted between ASIRRdahd between ASIR and IIP showed no causalityngrtie variables.
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The null hypothesis is that GDP does not Grangasea\SI in equation (5) and that ASI does not Geaitguse
GDP in equation (6). F-tests was conducted wiéhjtint hypothesis thdt; throughf,, are zero. The tests were
conducted with the levels and first difference#\8f and GDP and ASIR and GDP.

The results with the variables in levels, showtaisle 4, indicate that ASI causes GDP at lags 12a®@DP causes
ASI at lags 3 and 4, and there is bi-directionalsadity between ASI and GDP at lags 5 through 1ih\éspect

to ASIR and GDP, ASI causes GDP at lag 1; GDP «a#sR at lags 2 to 4 and 7 to 10; and there is bi-
directional causality between the two variablelags 5 and 6.

Table 4 — Granger Causality Tests — Levels

ASI| vs. GDP
# of Lags From ASI to GDP /1 From GDP to ASI /2 TessRt /3

1 0.0013 0.2429 ASI causes GDP.

2 0.0026 0.0565 ASI causes GDP.

3 0.0622 0.0016 GDP causes ASI.

4 0.1144 0.0036 GDP causes ASI.

5 0.0008 0.0058 Bi-directional causality.
6 0.0036 0.0019 Bi-directional causality.
7 0.0071 0.0005 Bi-directional causality.
8 0.0147 0.0004 Bi-directional causality.
9 0.0029 2.00E-05 Bi-directional causality.
10 0.0458 1.00E-05 Bi-directional causality.

ASIR vs. GDP
# of Lags From ASIR to GDP /4 From GDP to ASIR /5 TResult /3

1 0.0428 0.0599 ASIR causes GDP.
2 0.1393 0.0007 GDP causes ASIR.
3 0.1437 0.0001 GDP causes ASIR.
4 0.2157 0.0004 GDP causes ASIR.
5 0.0068 0.0009 Bi-directional causality.
6 0.0289 0.0003 Bi-directional causality.
7 0.1011 4.00E-05 GDP causes ASIR.
8 0.1830 1.00E-06 GDP causes ASIR.
9 0.4448 0.0000 GDP causes ASIR.
10 0.7402 6.00E-05 GDP causes ASIR.

1/ The numbers are p-values for the null hypothH&s& does not cause GDP."
2/ The numbers are p-values for the null hypoth&SBP does not cause ASI."
3/ The test result is based on a 5 percent sigmifie level.

4/ The numbers are p-values for the null hypoth&s®R does not cause GDP."
5/ The numbers are p-values for the null hypotH&SBP does not cause ASIR."

Table 5 shows the results with first differencesttod variables. GDP causes ASI at lag 1 while therbi-
directional causality between the variables at Baggough 10. ASIR was found to cause GDP at2agsd 4 to 6,
while GDP was found to cause ASIR at lags 7 thdl@h

These results suggest that ASI and ASI could b&uliseforecasting GDP with relatively short lads.addition,
the causal relationship between ASI and GDP seeons gtable than that between ASIR and GDP.

4.5 Cointegration Tests

According to Engle and Granger (1987), if two vbBlég are both 1), it is generally true that a linear combination
of the variables will also bel). However, a linear combination of the variablesyrexist that is [{). If the
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Table 5 — Granger Causality Tests — First Differenes

D(ASI) vs. D(GDP)

# of Lags From D(ASI) to D(GDP) /1 From D(GDP) to C§A /2 Test Result /3
1 0.1064 0.0338 D(GDP) causes D(ASI).
2 0.0108 0.0050 Bi-directional causality.
3 0.0255 0.0035 Bi-directional causality.
4 0.0002 0.0031 Bi-directional causality.
5 0.0002 0.0002 Bi-directional causality.
6 0.0025 0.0001 Bi-directional causality.
7 0.0089 4.00E-05 Bi-directional causality.
8 0.0059 2.00E-06 Bi-directional causality.
9 0.0233 2.00E-06 Bi-directional causality.
10 0.0473 4.00E-06 Bi-directional causality.

D(ASIR) vs. D(GDP

# of Lags From D(ASIR) to D(GDP) /4 From D(GDP) toARIR) /5 Test Result /3
1 0.3186 0.1069 No causality.
2 0.0547 0.2107 D(ASIR) causes D(GDP).
3 0.1794 0.2224 No causality.
4 0.0020 0.2083 D(ASIR) causes D(GDP).
5 0.0054 0.2482 D(ASIR) causes D(GDP).
6 0.0585 0.3109 D(ASIR) causes D(GDP).
7 0.1344 0.0009 D(GDP) causes D(ASIR).
8 0.3056 0.0004 D(GDP) causes D(ASIR).
9 0.6689 0.0003 D(GDP) causes D(ASIR).
10 0.5504 0.0003 D(GDP) causes D(ASIR).

1/ The numbers are p-values for the null hypotH#3{&SI) does not cause D(GDP)."
2/ The numbers are p-values for the null hypoth@3{&DP) does not cause D(ASI.)"
3/ The test result is based on a 5 percent sigmifie level.

4/ The numbers are p-values for the null hypoth3{4SIR) does not cause D(GDP)."
5/ The numbers are p-values for the null hypoth#3{&DP) does not cause D(ASIR)."

variables GDP and ASI are (1), then linear comtiams of GDP and ASI will generally also bel)l(
Nevertheless, if there is a vector such that tieali combination in equation (7)

z =GDP-a - fAS|, (7)

is 1(0), then GDP and ASI are cointegrated of order (1,&), CI(1,1), with (1,3) termed the cointegrating vector.
Cointegration implies that there is a long-run &fgaum relationship between the two variables, ands the
equilibrium error.

Having established, with Granger-causality testat, ASI and ASIR have a strong short-run relatigmstith GDP
but that ASI and ASIR have no statistically sigrafit relationship with IIP, we explore the long-mafationship
between ASI, ASIR and GDP using three cointegratésts—the Johansen (1991, 1995) t¢ke Engle-Granger
(1987) test and the Phillips-Ouliaris (1990) tesk required by the Johansen test, ASI, ASIR abd @re non-
stationary and integrated of the same order.

Table 6 shows the results of the Johansen tracenaximum eigenvalue tests, with a linear deterrtimisend,
between nominal and real stock indices and GDPtw@&sn ASI and GDP, both trace and maximum eigeevalu
tests reject the null hypothesis of no cointegpgiquation at the 1 percent and 5 percent leveétk, pwalues of
0.0000 for both tests. However, the null hypothesiat most one cointegrating equation is not tegdy either
test, with p-values of 0.4871 for both tests.

Between ASIR and GDP, again both trace and maxineigenvalue tests reject the null hypothesis of no
cointegrating equation at the 1 percent and 5 pereels, with p-values of 0.0001 and .0000, respely.

" Johansen and Jeselius (1990) applied this techtigu@ney demand in Denmark and Finland.
8 We examined the sensitivity of the Johansen testse trend assumptions on the cointegrating émpmtThe tests were not sensitive to
the trend assumption, indicating the presence efomntegrating equation in all trend specificagion
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Interestingly, the null hypothesis of at most oméntegrating equation is also rejected by both tilaee and
maximum eigenvalue tests, with p-values of 0.0800 both tests. The results indicate more than one
cointegrating equation between ASIR and GDP.

Table 6 — Johansen Cointegration Tests
D(ASI) and D(GDP)

Trace Test
Hypothesized 0.05
# of CE's Statistic Critical Value Prob.**
None* 91.5042 15.4947 0.0000
At most 1 0.48303 3.84147 0.4871

Maximum Eigenvalue Test

Hypothesized 0.05
# of CE's Statistic Critical Value Prob.**
None* 91.0212 14.2646 0.0000
At most 1 0.48303 3.84147 0.4871

Normalized Cointegrating Coefficients
(Standard Error in Parenthesis)

D(ASI D(GDP)
1.0000 -1.8899
(0.1488)

D(ASIR) and D(GDP)

Trace Test
Hypothesized 0.05
# of CE's Statistic Critical Value Prob.**
None* 109.7725 15.4947 0.0001
At most 1 17.98613 3.84147 0.0000

Maximum Eigenvalue Test

Hypothesized 0.05
# of CE's Statistic Critical Value Prob.**
None* 91.7864 14.2646 0.0000
At most 1 17.98613 3.84147 0.0000

Normalized Cointegrating Coefficients
(Standard Error in Parenthesis)

D(ASIR) D(GDP)
1.0000 -3.4110
(0.2766)

* Denotes rejection of the hypothesis at the 0=08I.
**MacKinnon-Haug-Michelis (1999) p-values.

Table 7 shows the outcome of the Engle-Granger Rinillips-Ouliaris cointegration tests. With respéatthe
Engle-Granger test, the null hypothesis of no egjration cannot be rejected for ASI and GDP, witralues of
0.9658 and 0.0196, respectively. However, the hyflothesis that ASIR and GDP are not cointegrated e
rejected at the 5 percent level, with p-values.0000 and 0.0189, respectively. The Phillips-Oudisests strongly
reject the null hypotheses of no cointegration leetwASI and GDP and between ASIR and GDP, withlpegaof
0.0000 throughout.

In summary, all three tests indicate that ASIR &P are cointegrated, while the Johansen and BiDiuliaris
tests indicate that ASI and GDP are cointegratedeB on the outcome of the tests, one can conttiatiéhere is
a long run equilibrium relationship between the mwhand real stock indices and real economic ggtiv
Nigeria.

5.0 Forecasting GDP with Stock Prices
51 Univariate Models
In order to ascertain the information content otktprices for the business cycle in Nigeria, vegtdty estimating

two univariate GDP models—an AR(1) model and an MRImodel. All the models were estimated with data
from 1984Q1-2007Q2.
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Table 7 — Engle-Granger and Phillips-Ouliaris Coinegration Tests

Engle-Granger Cointegration Tests

D(ASI) and D(GDP)

Null hypothesis: Series are not cointegrated

Dependent tau-statistic Prob.* Z-statistic Prob.*
D(ASI) -1.2734 0.9573 -3.7761 0.9658
D(GDP) -2.8677 0.3432 -29.1963 0.0196

D(ASIR) and D(GDP)

Null hypothesis: Series are not cointegrated

Dependent tau-statistic Prob.* Z-statistic Prob.*
D(ASIR) -7.5970 0.0000 -73.5708 0.0000
D(GDP) -2.87284 0.3408 -29.35149 0.0189

*MacKinnon (1996) p-values.

Phillips-Ouliaris Cointegration Tests

D(ASI) and D(GDP)

Null hypothesis: Series are not cointegrated

Dependent tau-statistic Prob.* Z-statistic Prob.*
D(ASI) -7.6989 0.0000 -84.8174 0.0000
D(GDP) -14.8054 0.0000 -59.5247 0.0000

D(ASIR) and D(GDP)

Null hypothesis: Series are not cointegrated

Dependent tau-statistic Prob.* Z-statistic Prob.*
D(ASIR) -7.6289 0.0000 -75.0430 0.0000
D(GDP) -14.74491 0.0000 -59.56045 0.0000

*MacKinnon (1996) p-values.

The AR(1) model is commonly used as the benchmarkelvaluating the accuracy of more sophisticated
forecasting model$. If a GDP model with a structural variable, sashthe ASI or ASIR, were to perform better
than the AR(1) model in out-of-sample forecastentistock prices are deemed to contain informatieful in
predicting GDP.

Because the unit root tests conducted above sutjugtsGDP is I{), we use the first difference of GDP with
autoregressive and moving average terms, folloliog and Jenkins (1976), to create the ARIMA modebrty-
eight regression models were estimated with a maxinof six AR and MA terms. The Akaike and Schwarz
information criteria for the models are shown ibléa8. Both model selection criteria suggest anMMR (6, 1, 2)
model as the best of the forty-eight models esthatvith AIC and SIC statistics of 19.232 and 19,48
respectively.

Table 9 shows the coefficients and other stati$ta® the univariate and structural models. Thénlyigignificant
coefficient of 0.9808 on the AR(1) model suggestshigh degree of persistence in the GDP seriedgvthe
adjusted r-squared of 0.9314 indicates a fairlydgb even though this may have been inflated assalt of
autocorrelation. The ARIMA model shows statistigaignificant AR(2), AR(4), AR(6) and MA(2) termsid

® Stock (2003) suggests a simple rule in forecagting series “even if your main interest is in meophisticated models, it pays to
maintain benchmark forecasts using a simple modhal onest forecast standard errors evaluated wssigulated real time experiment,
and to convey the forecast uncertainty to the caoeswof the forecast” p. 581.
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Table 8 — ARIMA Model Selection Criteria

ARMA ARMA
Specification AIC SIC Specification AIC SIC
0, 1) 20.669 20.724 3, 4) 19.292 19.514
0, 2) 20.490 20.572 (3,5) 19.289 19.539
0, 3) 20.292 20.400 (3, 6) 19.272 19.550
0, 4) 19.780 19.916 (4, 0) 19.405 19.545
(0, 5) 19.796 19.959 4,1) 19.384 19.552
(0, 6) 19.766 19.957 4,2) 19.340 19.536
(1, 0) 20.843 20.898 4, 3) 19.282 19.505
1,1) 20.662 20.744 4, 4) 19.260 19.512
1,2) 20.518 20.627 (4, 5) 19.272 19.552
1, 3) 20.173 20.310 (4, 6) 19.271 19.579
1, 4) 19.803 19.968 (5, 0) 19.428 19.597
1, 5) 19.807 19.998 (5,1) 19.419 19.616
1, 6) 19.789 20.009 (5, 2) 19.362 19.587
(2, 0) 19.953 20.036 (5, 3) 19.238 19.492
2,1) 19.908 20.018 (5, 4) 19.262 19.544
2,2) 19.705 19.843 (5, 5) 19.284 19.594
(2, 3) 19.668 19.833 (5, 6) 19.268 19.606
2, 4) 19.386 19.579 (6, 0) 19.293 19.491
(2, 5) 19.364 19.585 (6, 1) 19.308 19.535
(2, 6) 19.382 19.630 (6, 2) 19.232 19.487
(3,0) 19.811 19.922 (6, 3) 19.250 19.533
3, 1) 19.533 19.672 (6, 4) 19.266 19.577
3,2) 19.327 19.494 (6, 5) 19.271 19.611
3, 3) 19.349 19.543 (6, 6) 19.286 19.654

Table 9 — Forecast Models (Excluding VECMs)

AR(1) ARIMA SARIMA - ASI SARIMA - ASIR
Coefficient _Prob. Coefficient Prob. Coefficient Prob. @méent Prob.
D(ASI(-2)) - - - - 0.5120 0.0019 - -
D(ASIR(-2)) - - - - - - 0.5688 0.0000
AR(1) 0.9808 0.0000 -0.1319 0.3166 0.2796 0.0511 0.5647002.0
AR(2) - - -1.1391 0.0000 -0.1003 0.4753 -0.6814 0.0000
AR(3) - - -0.2895 0.0691 0.1918 0.2048 0.4270 0.0086
AR(4) - - 0.5685 0.0008 0.5133 0.0007 0.7174 0.0000
AR(5) - - -0.1812 0.0901 -0.1258 0.4590 -0.5540 0.0008
AR(6) - - 0.8269 0.0000 -0.1655 0.3122 0.6380 0.0001
AR(7) - - - - -0.0967 0.5015 -0.5294 0.0004
MA(1) - - 0.0915 0.5570 -0.4256 0.0000 -0.7096 0.0000
MA(2) - - 0.6301 0.0001 -0.3548 0.0005 0.3351 0.0759
MA(3) - - - - -0.3361 0.0001 -0.5256 0.0022
MA(4) - - - - 0.9355 0.0000 0.3350 0.0506
MA(5) - - - - -0.3644 0.0000 -0.2560 0.1313
MA(6) - - - - -0.3360 0.0001 -0.1848 0.2448
MA(7) - - - - -0.2946 0.0001 0.0691 0.6706
MA(8) - - - - 0.8771 0.0000 0.5810 0.0000

Constant 134184.5 0.1316 1222.9 0.0116 1183.083 0.0219 2.a@8 0.0145

Adj. R-squared 0.9314 0.8225 0.8417 0.8594
F-statistic 1251.02 0.0000 50.8209 0.0000 28.5766 0.000032.7143 0.0000
AIC 20.8312 19.2318 19.2327 19.1137
SIC 20.8857 19.4869 19.7246 19.6057

LM Test(NRz)* 0.1855 0.6667 7.0809 0.2147 7.5327 0.4804 7.5962 0.4739

*Breusch-Godfrey Lagrange multiplier test of nufplothesis of no serial correlation up to highesteorof ARMA process.
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coefficient of determination is lower, at 0.822%an that of the AR(1) model. However, the ARIMA nefd AIC
and SIC are lower than those of the AR(1) modeliceting that it is superior to the AR(1) model.

5.2 Structural ARIMA Models

We estimated two structural models by adding ASI ASIR to the optimized ARIMA model discussed ahove
The structural ARIMA (SARIMA) models build on theRAMA framework by adding more AR and MA terms,
and the first differences of ASI and ASIR, lagge® periods.

Table 9 shows that, in the SARIMA models, the dogfht on D(ASI(-2)) is 0.5120 with a p-value 0f0019,
while the coefficient on D(ASIR(-2)) is 0.5688 wighp-value of 0.0000. In addition, the r-squartadistics of the
SARIMA-ASI and SARIMA-ASIR models are quite similat 0.8417 and 0.8594, respectively. While lowe€ Al
and SIC of the SARIMA-ASIR suggest that it mightthe superior model, we shall see that this isbhoohe out
by out-of-sample forecast performance.

Table 10 — Vector Error Correction Models — ASI andGDP

Cointegrating Equations

VECM (3) VECM (4)
D(GDP(-1)) 1.0000 1.0000
D(ASI(-1)) -2.0259 ** -1.9318  *

Error Correction Equations

VECM (3) VECM (4)

D(GDP) D(ASI) D(GDP) D(ASI)
CointEql -0.8032 ** 0.1843 -0.9781 ** 0.2679 *
D(GDP(-1),2) -0.2960 * -0.1804 * -0.0291 -0.3835 **
D(GDP(-2),2) -0.6872 ** -0.1767 ** -0.4338 * -0.3751 **
D(GDP(-3),2) -0.8296 ** -0.0711 -0.6087 **  -0.2658 **
D(GDP(-4),2) - - 0.1929 -0.1881 **
D(ASI(-1),2) -1.4237 ** -0.3757 -1.5553 ** -0.3620
D(ASI(-2),2) 0.0149 0.2380 -0.1019 0.2109
D(ASI(-3),2) 0.0915 0.2332 -0.3563 0.4918 *
D(ASI(-4),2) - - -0.4308 0.2229
R-squared 0.9205 0.5069 0.9227 0.556349
Adj. R-squared 0.9147 0.4708 0.9149 0.5114
F-statistic 158.2144 14.0480 117.8737 12.3835
Akaike AIC 19.2045 17.7496 19.2301 17.7024
Schwarz SC 19.4003 17.9454 19.4835 17.9558
* Significant at the 5% level. ** Significant at tH&6 level.

The correlograms and Q-statistics of the residofibe ARIMA and SARIMA models suggested white moésror
terms. The Breusch-Godfrey Lagrange multipliers@st the residuals indicate that the null hypothesino serial
correlation, up to the highest order of ARMA pragesannot be rejected for either the univariattherSARIMA
models.

5.3 Vector Error Correction Models

Engle and Granger (1987) show that if two variabigsand y, are CI(1,1), then there exists a vector error
correction model (VECM) governing the behaviorlod variables as shown in equations (8) and (9):
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pl p2
A)/11 = 010 + Hllzt—l + Z le,i Ay].,t—l + Z Hl3,i Ayz,t—l + Elt (8)
1=1 i=1
p3 p4
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=1 =1

whereA represents the first difference of the variabgsyre the lag lengths, and the error tesmands,; are iid
(0,Y). The z;terms represent the degree to whighaynd y; deviate from their equilibrium levels in the prews
period, while thed;; and,; are the speed of adjustment paraméfefecording to Engle and Granger, “for a two
variable system a typical error correction modeuldaelate the change in one variable to past gmjiwiim errors,
as well as to past changes in both variables”%g).2

Table 11 — Vector Error Correction Models — ASIR ard GDP

Cointegrating Equations

VECM (3) VECM (4)
D(GDP(-1)) 1.0000 1.0000
D(ASIR(-1)) -3.7488 ** -2.9483  **

Error Correction Equations

VECM (3) VECM (4)

D(GDP) D(ASIR) D(GDP) D(ASIR)
CointEql -0.3431 ** 0.2144 ** -0.4913 ** 0.2260 **
D(GDP(-1),2) -0.6354 ** -0.1879 ** -0.4820 **  -0.2469 **
D(GDP(-2),2) -0.9038 ** -0.1457 ** -0.7714 **  -0.2018 **
D(GDP(-3),2) -0.9278 ** -0.0694 * -0.8361 **  -0.1295 *
D(GDP(-4),2) - - 0.0611 -0.0616
D(ASIR(-1),2) -1.1800 ** 0.0389 -1.3241 *  -0.1284
D(ASIR(-2),2) 0.2555 0.2601 0.1130 0.1106
D(ASIR(-3),2) 0.2397 0.0838 0.0287 0.0073
D(ASIR(-4),2) - - -0.2415 -0.0904
R-squared 0.9126 0.4263 0.9137 0.4393
Adj. R-squared 0.9062 0.3843 0.9049 0.3825
F-statistic 142.7476 10.1551 104.4866 7.7360
Akaike AIC 19.2988 17.5270 19.3408 17.5626
Schwarz SC 19.4945 17.7227 19.5942 17.8160
* Significant at the 5% level. ** Significant at tH&%6 level.

Given that ASI, ASIR and GDP were found to be Kyl cointegrated, VECM4 were indicated. VECMs with
lags lengths of 3 and 4 were estimated using b@hakd ASIRL2. Table 10 shows the VECMs using ASI and
GDP while table 10 shows the VECMs with ASIR andR5Dhe coefficients in the 3-lag and 4-lag speatfans

are quite similar but we chose the 3-lag specificat for forecast performance testing due to tlsemaller
information criteria statistics.

An area in which the VECMs with ASI and GDP diffeignificantly from those with ASIR and GDP is the
estimated speed of adjustment parameters, the Ezdintoefficients in tables 10 and 11. The coeffitseare -

10 Dolado, Gonzalo and Marmol (2003) claim that taguirement that at least one of the speed of adgrdtparameters is nonzero implies
“the existence of Granger causality in cointegratgstems in at least one direction” p. 638.

1 This is a restricted version of the Vector Autagien (VAR) models described in Sims (1980) andképohl (1991), with the
cointegrating equation as the restriction.

12 The SIC suggested a lag length of four while othigeria, including the LR, FPE, AIC and HQ, susigel a lag length of twelve. In the
interest of parsimony, we estimated 3-lag and MBEMs.
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.8032 and -.9781 for the 3-lag and 4-lag VECMs gi$i&| and GDP, respectively. For the VECMs run WAiBIR
and GDP, the coefficients are -.3431 and -.491¢herB8-lag and 4-lag specifications, respectivelfnis suggests
that the speed of adjustment from deviations frongtrun equilibrium in the models with nominal Kqirices is
approximately double that of the models with reatk prices. This property may make the models wish more
suitable for short to medium term forecasting ttirnmodels with ASIR.

5.4 Performance of Forecast Models

We use progressively longer horizons to gauge thi@bsample performance of the six models—AR(IRIMA,
SARIMA-ASI, SARIMA-ASIR, 3-Lag VECM-ASI and 4-Lag ECM-ASIR. The horizons are 2007Q3-2007Q4
(two periods), 2007Q3-2008Q2 (four periods), an@7203-2008Q4 (six periods). Thus, we hope to captuee
short to medium term out-of-sample performancénefforecast models.

Table 12 shows the performance statistics, inclydite Root Mean Squared Error (RMSE), Mean Absolute
Percent Error (MAPE) and Theil Inequality coeffitig (TIC)".

Table 12 — Model Performance by Forecast Horizon

Two Quarters Four Quarters Six Quarters
(2007Q3 - 2007Q4) (2007Q3 - 2008Q2) (2007Q3 - 2008Q4)

AR(1) Model
Root Mean Squared Error 35544.6 25456.2 35091.5
Mean Abs. Percent Error 19.7459 11.4095 16.0499
Theil Inequality Coefficient 0.1109 0.0833 0.1113
ARIMA Model
Root Mean Squared Error 8785.7 6653.1 14131.6
Mean Abs. Percent Error 4.8437 3.5666 6.2209
Theil Inequality Coefficient 0.0253 0.0206 0.0421

Structural ARIMA (ASI) Model

Root Mean Squared Error 27725 4107.4 6117.7
Mean Abs. Percent Error 1.5528 2.3998 2.8043
Theil Inequality Coefficient 0.0079 0.0126 0.0178

Structural ARIMA (ASIR) Model

Root Mean Squared Error 7372.7 9376.7 14122.7
Mean Abs. Percent Error 4.1479 5.7757 7.2867
Theil Inequality Coefficient 0.0212 0.0286 0.0615

3-Lag VECM - AS|

Root Mean Squared Error 23339.2 25633.7 37525.1
Mean Abs. Percent Error 11.4109 13.6297 16.3664
Theil Inequality Coefficient 0.0616 0.0729 0.0981

3-Lag VECM - ASIR

Root Mean Squared Error 13549.8 12459.4 16859.9
Mean Abs. Percent Error 7.0370 6.9352 8.2257
Theil Inequality Coefficient 0.0367 0.0368 0.0465

The performance statistics are computed thus:

13 The TIC, which lies between zero and one, is cdegbas the sum of the forecast error variance @il/taly the sum of a naive forecast
variance, where the naive forecast is the preyeu®d's value of the forecast object (this coutddbrandom walk model). A value of zero
indicates a perfect fit for the forecast model wtalvalue of one indicates that the model is ntiebéhan the naive forecast. The bias,
variance and covariance proportions decomposeptieedst error into the distance between the me#tredbrecast compared the mean of
the forecast object, the distance between thetiariaf the forecast compared to that of the foseabject, and the remaining unsystematic
error, respectively. A “good” forecast would havioa TIC and a higher covariance proportion thaashor variance proportions. See Thiel
(1966), Armstrong and Fildes (1995) and Diebold)X20
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where the forecast sample is T + h, with h (thedast horizon) taking the values of 2, 4 and 6, taedforecast
and actual values in period t are GBmat and GDPrespectively.

Table 13 — Ranking of Forecast Models*

Two Quarters Four Quarters Six Quarters
Rank (2007Q3 - 2007Q4) (2007Q3 - 2008Q2) (2007Q3 - 2008Q4)
1 SARIMA-ASI SARIMA-ASI SARIMA-ASI
2 SARIMA-ASIR ARIMA ARIMA
3 ARIMA SARIMA-ASIR SARIMA-ASIR
4 VECM-ASIR VECM-ASIR VECM-ASIR
5 VECM-ASI AR(1) AR(1)
6 AR(1) VECM-ASI VECM-ASI

* Using mean absolute percentage error (MAPE) asdhking criterion.

Within the two-quarter horizon, the ARIMA model ingyves substantially on the performance of the AR{bjlel,
with a MAPE of 4.84 percent versus 19.75 percenttfe AR(1) model. The SARIMA-ASI model performstee
than either the AR(1) or the ARIMA model, with a K& of 1.55 percent; this is 92.14 percent and 6jFeddent
lower than the MAPESs of the AR(1) and ARIMA modelsspectively. The SARIMA-ASIR model, with a MAPE
of 4.14 percent, performed better than the AR(H) ARIMA models, but not as well as the SARIMA-ASbdel.
The VECMs outperformed the AR(1) model but had &igérror rates than the ARIMA and SARIMA models.

Over four quarters, the ARIMA model, with a MAPE ®67 percent outperforms the AR(1) model which &as
MAPE of 11.41 percent. However, the SARIMA-ASI mbaeaitperforms both models with a MAPE of 2.39
percent. The SARIMA-ASIR model outperformed the(ARmodel and VECMs but had higher error rates than
the ARIMA and SARIMA-ASI models. With a MAPE of ® percent, the VECM-ASIR outperformed the AR(1)
model but the VECM-ASI had a MAPE of 13.63 percesrisus the AR(1) model's 11.41 percent.

The results over a six-quarter horizon mirror thfmsethe four-quarter; the SARIMA-ASI model has tlosvest
MAPE of 2.80 percent, followed by the ARIMA modeBs22 percent, the SARIMA-ASIR model’'s 7.29 per¢ent
the VECM-ASIR’s 8.23 percent, the AR(1) model’'s@®percent and the VECM-ASI’s 16.37 percent.

We summarize the out-of-sample forecast performanictie models in table 13, which ranks the modsls
MAPE. Regardless of the forecast horizon, the SARINMSI model consistently outperforms the other five
models. In addition, the VECM-ASI model ranked Hifover the two-quarter horizon and last over theeiot
horizons. The results suggest that stock markeegprcontain information that could be used to imprGDP
forecasts in the short- to medium term and thatuctsiral ARIMA specification with the nominal stoindex is
likely to perform better than an ARIMA specificatiavith a deflated stock index or a VECM with eithae
nominal or real stock index.
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6.0 Conclusions and Policy Implications

The goal of this paper was to determine whetherobrstock prices contained information which coloddused to
improve predictions of economic activity in Nigerfaranger causality tests indicated that the AR8Hndex is a
leading indicator of real GDP but had no relatiopshith the Index of Industrial Production. In atidn, no
causality was found between GDP and IIP. Johaosértegration tests also suggested a long-run ibgjuiin
relationship between nominal and real stock pracetsreal GDP in Nigeria.

The finding of bi-directional causality between dtgrices and GDP is not surprising in light of tlaet that,
while stock prices reflect the expectations of stees, they ultimately must also reflect economicdamentals.
A high rate of economic growth will lead to an iease in firms’ earnings and higher earnings wilhyostock
prices. Thus, there is evidence that the stoclkeban Nigeria is not only a leading indicator betreal economy
but that Nigerian stock prices are, at least patigsed on economic fundamentals. Other studietiding
Pilinkus (2009), have found bi-directional causalietween stock prices and economic activity.

Figure 2 shows average price-earnings (PE) rafidéigerian stocks between January 2001 and Dece2(@9.
Nigerian stocks seemed to have become decoupledftrodamentals during the boom that began aroundads
2007; the average PE ratio reached an all-time bfg#8.9 in February 2008 before the ensuing creshwever,
by December 2009, the average PE ratio had fatld®130, which is quite close to the nine-year agerof 18.37.
As such, the evidence suggests that, while theriigestock market is not immune to bubbles, ittésa large
extent and in the long run, governed by economid&mentals.
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Figure 2 —Nigerian Stock Exchange Price-Earnings Ratios

The “acid test” of a leading indicator is its atyilto improve the performance of forecasts of GDPother
macroeconomic variables of interest. Tests condusith short to medium term forecast horizons slibat the
information in stock prices can reduce forecastrerby up to 92 percent compared to an AR(1) maddlup to
68 percent compared to an ARIMA model. Deflating thll-Share Index using the CPI did not improve the
performance of the models. Also, VECMs performearfyoin comparison to models based on an ARIMA
framework.

The evidence presented in this paper suggestdhbaAll Share Index should be added, in nominamfoto a
composite index of leading economic indicators @)Lfor Nigeria, with a two-quarter 1afy This is likely to
improve the accuracy of the composite index of itgg@conomic indicators. Other financial varialdésuld also
be evaluated for inclusion in the CILEI since thewbody expectations of economic agents in the saarmer
that the ASI does. A leading candidate among firneariables is the Treasury bond vyield curve, as
operationalized by the spread between a benchnoags maturity bond (e.g., the 10-year federal gowemt
bond) and a short maturity security (e.g., theahmonth government bill). Estrella and Mishkin (698how that

14 Most financial variables in composite indicesesiding indicators are incorporated in nominal form.
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the yield spread outperforms most other macroeconwariables in predicting U.S. recessions twoitogsiarters
ahead. The Federal Reserve Bank of New York hagrdested the reliability of the slope of the yielthee as a
leading indicator of economic activity in the US.

The methodology utilized in this paper could beliogped in order to investigate the information i of the
yield curve in Nigeria. The addition of the stockléx and yield curve to the CILEI is in keepinghwiitternational
best practice, as several nations, including tHe WK, Japan and South Africa have both financalables in
their composite indices of leading economic indicat

In addition to leading indices, other approacheglccde explored in order to improve GDP forecabisther
research could investigate the efficacy of usinghetary aggregates, credit to the private sectdrresenues,
rainfall statistics and surveys of economists tpriove predictions of the future path of economitvig. More
accurate forecasts of economic activity will enleoar ability to manage the economy via monetaxy fistal
policies.
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Monetary and Fiscal Policy Interactionsin Nigeria:
An Application of a State-Space Model with M ar kov-Switching

Chuku A. Chuku?

This paper uses quarterly data to explore the monetary and fiscal policy interactions in Nigeria between 1970
and 2008. As a preliminary exercise, the paper examines the nature of fiscal policies in Nigeria using a vector
autoregression (VAR) model. The simulated generalized impulse response graphs generated from the VAR
estimation provides evidence of a non-Ricardian fiscal policy in Nigeria. Further, the paper analyzes the
interactions between monetary and fiscal policies by applying a State-space model with Markov-switching to
estimate the time-varying parameters of the relationship. The evidence indicates that monetary and fiscal policies
in Nigeria have interacted in a counteractive manner for most of the sample period (1980-1994). At other
periods, we do not observe any systematic pattern of interaction between the two policy variables, although,
between 1998 and 2008, some form of accommodativeness can be inferred. Overall, the results suggest that the
two policy regimes (counteractive and accommodative) have been weak strategic substitutes during the post 1970
(Civil War) period. For the policy maker, our results imply the existence of fiscal dominance in the interactions
between monetary and fiscal policies in Nigeria, implying that inflation, predominantly results from fiscal
problems, and not from lack of monetary control.

Keywords: Monetary-fiscal policy interaction; State-spacedels; Markov-switching, Fiscal Theory of the Price
Level (FTPL).

JEL Classification: E31, E63, H5
1. Introduction

Monetary and fiscal policies are the two most ini@ar tools for managing the macroeconomy in otbeachieve

high employment rates, price stability and oveemlbnomic growth. An important issue that has ezertithe
minds of macroeconomist is the understanding of hb& dependence, independence and interdependencies
between monetary and fiscal policies could leacettenomy closer or further away from set goalstangkts.

In a poorly co-coordinated macroeconomic enviroriméacal policies might affect the chances of ssscof
monetary policies in various ways, such as: itslieig impact on the general confidence and efficafanonetary
policy, through its short-run effects on aggregigmand, and by modifying the long-term conditiomrsdconomic
growth and low inflation. On the other hand, mongfaolicies may be accommodative or counteractivéscal
policies, depending on the prevailing political @&wbnomic paradigms.

After the prosecution of the Nigerian Civil war 970, diverse monetary and fiscal policies measwe®
employed to reconstruct the economy and to put & sustainable growth trajectory. These effortg have been
bolstered or undermined by the nature of the ioteyas between monetary and fiscal policies in Naye This
paper hypothesizes that the interactions betwsametary and fiscal policies in Nigeria, have bekaracterized
by regime-shifts, which can be demarcated intoivases of accommodative and counteractive policies.

The objective of the paper is therefore, to exaniime hypothesis of regime-shifts in the interadidetween
monetary and fiscal policies in Nigeria during #est Civil War era (1970-2008). To that end, we leyja state-
space (Ss) model with Markov-switching (Ms) proertto examine this behaviour. This exercise igifjad
because to the best of my knowledge, it does nigtmoneer the application of the Ss-Ms model fog ainalysis
of policy interactions in Nigeria, it inherentlyguides insights about the validity or otherwiseloé fiscal theory
of the price level in Nigeria.

! Department of Economics, University of Uyo, P.MIB17, Uyo, Nigeriachukuachuku@gmail.cor2348067247177
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The rest of the paper is organized as follows.dati®n 2, the paper discusses the issues in #ratlire and theory
of monetary-fiscal policy interactions. SectionXamines the preliminary evidence on the fiscal thexd price
level determination in Nigeria. Section 4 specifies State-space model with Markov-switching prtpsr The
Kalman algorithm for the one-step ahead forecaalsis described. Section 5 presents the resultshenslynthesis
from the results, while Section 6 contains the tasion.

2. Issueson Monetary-Fiscal Policy Interactions

Numerous studies have examined the interactiongeeet monetary and fiscal policies (see for exarSgiemler
and Zhang, 2003; Fialho and Portugal, 2009; Sarde999 and Leith and Wren-Lewis, 2000). Most ofsthe
studies have focused on three basic issues (thedrahd empirical) on the interactions between etary and
fiscal policies. These issues include: the fisbabty of price level determination, strategic iatgion, and time-
varying regime changes in policy interactions. Tiggor issue that has been prominent in most oktkagdies is
the issue of the “fiscal theory of price level datmation” (FTPL). The FTPL has been studied bypeyg1991),
Sims (1994, 1997 and 2001), Woodford (1994, 19952000), Semmler and Zhang (2003), among otherss& h
studies seek to analyze the “non-Ricardian” figualicy, which specifies the time paths of governtisedebt,
expenditure and taxes, without considering the gowent’s intertemporal solvency, such that, in Bouum, the
price level has to adjust to ensure solvency (Semamd Zhang, 2003).

The introduction of the non-Ricardian fiscal policyo a standard New-Keynesian monetary stickyepriwodel
alters the stability conditions associated with ¢ieatral bank’s interest rate polfcyThe process through which
this occurs is simple. First, fiscal policies affdwe equilibrium price-level. An increase in thécp level reduces
the real value of the net assets of the privateosee, equivalently, the net government liabilifyhe reduction of
private sector wealth reduces private-sector denfandjoods and services through direct wealth &ffés a
result, there will be only one price level thatulés in aggregate demand that equals aggregatdys@mnges in
expectations regarding future government budget lzdse similar wealth effects that require an etting change
in the price level in order to maintain equilibrium

Under this non-Ricardian fiscal policy, one thusvas at a theory of price-level determination ihieh fiscal
policy plays the crucial role, because the effettsrice-level changes on aggregate demand dementte size of
the government budget and also due to the offrgettiealth effects of expected future government @emmler
and Zhang, 2003).

Following Woodford (1995), the fiscal theory of geilevel determination can be presented thusPLdenote the
price level at timet, W, the nominal value of beginning-of-period weal$h,government expenditure in perigd
T, the nominal value of net taxes paid in petiagl’ the gross nominal return on bonds held from pefitalt + 1
andR[" the gross nominal return on the monetary basesrQtriables are defined thus:

1. = T;/P; (real tax)

Ay= (R? — R™)/R? ('price’of holding money)
Py

T = ( ) — 1 (real rate of return on bonds)

Pei1
m; = M, /P, (real balances)

Under this circumstances the equilibrium condititiat determines the price levél at timet, given the
predetermined nominal value of net government liigds 1/;, and the expectations at dateegarding the current
and future values of real quantities and relatiegs can be expressed as:

2 Benhabib et al. (2001) demonstrate the conditiorer which interest rate feedback rules that aeel o set the nominal
interest rate as an increasing function of theatigh rate induces aggregate instability. They fimat these conditions are
partly affected by the monetary-fiscal policy regiemphasized in the fiscal theory of the pricelleve
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Woodford (1995) explains the mechanisms by whiehphce level adjusts to satisfy the equilibriunmadition in
Equation (1) under assumptions of long-run priexibility®. The mechanism is such that an increase in the
nominal value of outstanding government liabilit@mssize of real government budget deficit expecedome
future date is inconsistent with equilibrium at #easting price level. Either change causes houdsho believe
that their budget set has expanded, and so, thmwantk additional consumption immediately. The cqnsece

will be an excess demand for goods, and price Meilktherefore increase, to the extent that thgiteh loss to the
value of private-sector assets restores househedtii®ates of their wealth to ones that just alflbem to purchase
the quantity of goods that the economy can supMgodford (1995) emphasized that in the special cégbe
“Ricardian” policy regime, the fiscal mechanism désed above, fails to play any role in the prievel
determination.

An examination of the monetary-fiscal policy intetians within the FTPL framework is essential focauntry
like Nigeria, where government's fiscal deficitsaamtio of GDP have largely been significant, agerg around -
3.89 and government’s debt as a proportion of GBPfluctuated between 9 and 41% from 1970 to 2008ese
significant ratios, intuitively suggests that fispmlicies may have a significant influence on thrice level in
Nigeria. Overall, the principle of the fiscal thgaf the price level (FTPL) implies that unless dfie measures
are taken to implement a coordinated fiscal polilog, objective of price stability may not be acleiéeven with a
committed, independent and “non-discretionary” ntanepolicy regime.

Despite its popularity and general acceptabilitg ETPL has come under intense criticisms on teerétical and
empirical formulations. Buiter (2001), Semmler afldang (2003), and Canzoneri et al. (2000) prowdme

detailed criticism on the FTPL. Another prominesdtie in the literature on the monetary-fiscal gotelations is

the analysis of the “strategic-interactions” betweeonetary and fiscal policies. Some examples wdies that
explore the strategic interactions between monetadyfiscal policies include Cantenaro (2000), Xaarle et al.

(2002) and Wyplosz (1999). The work by van Anareak (2002) was particularly interesting becauseyt
considered the interactions between monetary acdlfauthorities in a differential game framewdrkey derived

explicit solutions for the dynamics of fiscal déffienflation and government debt in a cooperatwel Nash open-
loop equilibrium framework. From their results, yhiglentified three alternative policy interactiond) non-

cooperative monetary and fiscal policies, (2) pdtooperation and (3) full-cooperation; both i tlymmetric
and asymmetric settings.

Although the work by van Anarle et al. (2002) andsinother works on monetary —fiscal policy intei@ts are
theoretical, recent studies on this relationshipeHzeen empirical. For example, Fialho and Port(2209) studies
the interactions between monetary and fiscal pesién Brazil using a Markov-switching vector auggession
model. By applying the fiscal theory of the priewél, they propose that there is a relationshigvéetn public
debts (a measure for fiscal policy) and Selic (the@asure for monetary policy). They also assuraegistence of
two regimes and possibility for switching betweée two. From their results, they conclude thatrihaure of
macroeonomic coordination between monetary andalfipolicies in Brazil follows a “substitution- amach”,

throughout the period of the study, with a dominaehetary regime, in opposition to the non-Ricardialicies
of the fiscal theory of the price level.

Another fascinating empirical study is the one @ngbneri et al. (2000) who studies the fiscal regohthe U.S
with VAR models, arguing that Ricardian regimes aseempirically plausible as non-Ricardian reginss]
provide interpretations of certain aspects of maryeand fiscal policy interactions. Melitz (199&es pooled data
for 15 member states of the European Union (EUundertake some estimation, and find that coordihate
macroeconomic policies are in practice in the negipecifically, they conclude that “easy-fiscablipy leads to
“tight-monetary” policy and “easy-monetary” polidy “tight-fiscal” policy.

% This assumption may not always be plausible becaithin the Keynesian framework, prices may bekstin the short-
run.
* Computed by author with data sourced from CBNiSteal Bulletin, Anniversary Edition.
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In a very influential paper, Muscatelli et al. (2)Gstimated VAR models with both constant and tiragying
parameters for G7 countries and found that monetadyfiscal policies where used as strategic comghes, and
that the strategic interdependence between monetadyfiscal policies can be captured using BayeSAR

models. The finding and recommendation by Musdagelal. (2002) influence the study by Semmler @hdng
(2003) that use both a VAR and a State-space mwidlelMarkov-switching to analyze the interactiorstween
monetary and fiscal policies in the Euro-Area. Thesults reveal that there exist some regime ckaug the
monetary and fiscal policy interactions in Franod &ermany.

The approach that is adopted in this work is sulbistidy influenced by the recommendations that eyadrfrom
the findings of Muscatelli et al. (2002). That tise interdependence between monetary and fiscaliggican be
adequately captured in a Bayesian VAR model withidde-switching characteristics. The approach wepaddso
draws from the “State-space” refinement introdubgdsemmler and Zhang (2003). Thus, this paper aaalthe
monetary-fiscal policy interactions in Nigeria, ugia State-space Markov-switching VAR model.

3. Preliminary Evidence from Nigeria

Before analyzing the hypothesized regime switchiragure of the interactions between monetary anchlfis
policies in Nigeria, we first undertake some pratiany empirical research on the nature of fiscdicpes in
Nigeria, using a simple VAR framework. The ratianakehind our preliminary investigation is to testether the
fiscal regime in Nigeria has followed the “Ricamliar “non-Ricardian” approach, to enable us asienivhether
the assumptions for the fiscal theory of price leletermination are valid or invalid for Nigeriah& approach we
adopt is in the spirit of Canzoneri et al. (20003 &emmler and Zhang (2003). Thus, we exaime teeaction
between two fiscal variables: fiscal balance andegoment liabilities. Government liabilities are aseared by the
Federal Government’s domestic debt outstanding, thedfiscal balance is the overall surplus or defid
government finances. We scale the two variableditigling with nominal GDP. All the data sets arargmled
from the CBN Statistical Bulletin, Special Annivarg Edition and are converted to quarterly freqiesdy
means of the cubic spline technique (see LismanSamtee, 1964 and Denton, 1971 for a descriptiothisf
frequency conversion technique). Figure 1 plotsstater between fiscal balance to GDP and govarhliadility
to GDP in Nigeria.

The Figure indicates that there exist a negativeetation between fiscal balances and governmehilily in
Nigeria, with the correlation coefficient being6®2. This suggests that net borrowing does notedserwhen the
fiscal balance decreases. Rather, it increases thiefiscal balance decreases. This observedae#tip suggests
the existence of “non-Ricardian” fiscal policy ingdria.

Further, we undertake VAR estimation for the twadalales. The VAR model with ordek)(is presented thus:
Y{f = CO + Zi'(=1q)i Yt—i + (:‘t (31)

WhereY, = (Y1, Y5, )" is a2*1 vector of endogenous variables, i.e., fiscal bzdato GDP ratio KSB), and
government liability to GDP ratiodL), while Y;_; is the corresponding lag term for ordeb;, is ann* n matrix

of autoregressive coefficients, for= 1, 2, ....k. €y = (C;,C,)' is theC intercept vector of the VAR model.
€: = (€11, €2¢,)" is ann*1 vector of white noise processésis the number of lagged terms. VAR estimations are
very sensitive to lag structure of variables. Usirgufficient lag length may help to reflect thadeterm impact of
variables on others. However, including longer laggths will lead to multicollinerarity problems crwill
increase the degrees of freedom (DOF). Empiricalkitions show that for arlg > 11, the model will become
divergent with at least one autoregressive root thagreater than one. According to sequential mexdli
Likelihood Ratio test statistic (LR), lag orderstseen 1 and 3 are recommended for models of thigr&a
(Wooldridge, 2006). Here, we use lag order 2, aeiteed by the Hannan-Quinn information criterion.
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Figure 1 Scatter of government liability/GDP and fiscal vede/GDP.

Before undertaking the VAR estimation, we testdttionarity of the variables, using the ADF unibtrtest. The
results indicate that the variables are statioaayeir first-differences. Hence, we use the filiffierences of the
fiscal balance and government liability serieshia YAR estimation. With two lags of the variabldstermined by
the Hannan-Quinn information criterion), the reswabtained from the estimation are thus:

AFSB = 0.098 + 1.601AFSB,_, — 0.717AFSB,_, — 8.495AGL,_, + 5.389AGL,_,

(0.599) (27.89) (-12.46) (-1.58) (1.027)
AGL = 0.004 — 2.09 10 *AFSB,_, — 1.72 % 10~*AFSB,_, + 1.831AGL,_, — 0.866AGL;_,
(3.660) (-0.470) (-0.385) (44.19) (-21.37)
R? = 0.96 Log Likelihood = —186.79

Where AFSB and AGL denotes the first difference of fiscal balance/GBRd government liability/GDP
respectively, and the values in parenthesis aré-vhkies. The results from the VAR estimation leneldeince to
the negative relationship observed in the scatsggrdm plotted in Figure 1. Following this estinoati we simulate
the impulse responses for the two variables, aaggnt then in Figure 2. The impulse response grapliate that
one-standard deviation innovation &AFSB causes a negative responseAifil (see Figure 2, Panel C), and
similarly, one S.D innovation iAGL also induces negative some kind of negative respom\FSB (see Panel B).
This relationship provides preliminary evidencetw existence of the non-Ricardian fiscal regimBliigeria.

4. Model Specification

We draw from Muscatelli et al. (2002) and Semmled Zhang (2003) by specifying a State-Space (SS)emo
with Markov-Switching (MS) characteristics. The sea for applying this model is to enable us testhypothesis
of regime changes (accommodative and counteractin€) the nature of the interactions (i.e., sulisstwr
complements) between monetary and fiscal policeNigeria, and if yes, to find out how they may @av
interacted, i.e., as substitutes or complements. @éculiar advantage of the SS-MS model is in #gut that it
allows us to take into account multiple structumadaks in a given time series, and to explain moggatities in the
data. Though powerful, the SS-MS model is restrigtbecause it only permits the existence of twwiregimes
(Maddala and Kim, 1998). This limitation does notlarmine the objective of our work, since we hypsthe that
monetary-fiscal policies in Nigeria can be categediinto accommaodative or counteractive regimes.

® See Appendix for the results
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Response to Generalized One S.D. Innovations
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Figure 2 Generalized impulse responsesAffSB to AGL and vice versa

The procedure we follow is to set up a VAR modehwhe fiscal and monetary variables as endogevatiables,
and then estimate the time-varying parameters iBtae-Space model with Markov-Switching. We use the
minimum rediscount rate (denoted ARR) as our measure of the central bank’s monetargyyand the budget
balance to GDP ratio (denoted B$B) as our measure for fiscal policy. Thus, we edinthe following simple
equation:

FSBy = aqt + ap¢FSBi_1 + a3t MRR,_1 + & (2)

Whereg; is a shock with normal distribution and zero meate. assume that the coefficiemtsare time-varying,
and the variance of the shogkis not constant, but rather, has Markov-Switchpngperties. Hence we defiig
and¢; as

X¢ = (LFSB;_1 MRR;_) 3)

) ¢ = (a1¢ aze aze)’ (4
Equation (2) can be rearranged as

FSB{: = Xtd)t + St (5)

Following Kim (1993), Kim and Nelson (1999) and Math and Kim (1998), we assume thahas two states of
variance with Markov-switching properties, hence:
& N(O O-é?,SSt) (6)
with
0Zss, = 020+ (021 — 020)SS;, 021 > 0 (7)
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and
Pr[SS, = 1|SS,_, = 1] = p
P?’[SSt = 0|SSt_1 = 0] =q

WhereSS; = 0 or 1, indicates the state of the variance,andPr stands for probability. The time-varying vector
¢; is assumed to have the following path.

¢ = ‘T)sst + Foro1+ Ny Mt > N(O Oﬁ'sst) (®)

Where dgs, denotes the drift o, under different states: is a diagonal matrix with constant elemengsis a
vector of shocks of normal distribution with zerean and Markov-switching varianczfﬁ‘sst is assumed to be a
diagonal matrix. If we assume th&fe;,n,) = 0, then the State-space model with Markov-switchiragsition
probabilities can be expressed thus:

FSBy = X¢¢ + &, & - N(00Zss,) 9)

t= cT’sst + Foeo1+ Mo Mt~ N(O Uﬁ,sst) (10)

Equation (9) is called the “Signal” or “Observatia@guation, while Equation (10) is referred to hs tState” or
“Transition” equatioft

The estimation of the SS-MS VAR model is done kg ieximum likelihood ratio method. The maximizatifn
the likelihood of an MsVAR model results in an #@tve process to obtain estimates of autoregregsiv@meters
and of the transition probabilities controlled bg tunobserved states of a Markov Chain.

The Ss-MsVAR model is estimated using the Kalmaierfi which is a recursive algorithm for sequetyial
updating the one-step ahead estimates of the rsizd@d and variances, given new information (see é4ar¥989
and Hamilton and Susmel, 1994 for more detailsya [Btate-space model with Markov-switching, thel go&o
form a forecast ofg, based not only oki,_; (whereY;_, denotes the vector of observations available simatt-
1), but also conditional on the random variakg, taking on the valug¢ and onSS;_,, taking on the valué
Wherei andj equal 0 or 1 respectively. Hence,

01 = El¢elV,—1, 58, =, 58,1 = i] (11)

While the corresponding mean square error of thectst is
P2 = E[(¢e — beje-1) (e — beje—1)'|Ye1, S5 =, SSe-1 = i] (12)

Based on the conditions th&f;_; =i andSS; =j (i, ] = 0, 1), the Kalman filter algorithm for our model is as
follows:

oD = B+ Fplyy (13)
Pt(lit'f_')1 =FP_y, ,F' + o}, (14)
S0y = FSB.— X, (15)
Ut(|lt]—)1 = XtPc(|i££)1Xt’ + ng,j (16)
b0 = das + PO i (17)
Ry = (= PP o) RS, (18)

If we observe the sequence of data up to phihen, the process of using this information tof@xpectations
for any time period up to tim& is known as “fixed-interval smoothing”. Additiondetails on the smoothing
procedure can be found in Maddala and Kim (1998)Ewiews 5.1 User’s guide.

® The complete set of specifications for the Sigmal State equations as implemented in Eviews &epted in the Appendix.
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5. Empirical Resultsand Synthesis

The results from the State-space model with Mardwitehing are presented in Tables 1, 2, 3 and EigurTable

1 presents qualifiédevidence, which suggests that two different distiregimes have characterized the
interactions between monetary and fiscal poliaesligeria. The point estimates of the regime depehdeans,
uq for regime 1 and, for regime two are statistically different. Theiemted mean in regime 1 is negative at
—0.1286 and for regime 2, it is positive at 0.5591. Thegms validate our hypothesis that within the damp
period, the variables dichotomises into phases éxhibit declining and growing interactions. We dhtthe
growing phase as the period of accommodative monéttal policies (i.e. regime 2), and the declimiphase as
the period of counteractive monetary-fiscal poBcige. regime 1). Since the signs assumed by eedinand
regime 2 are opposing (i.e. negative and positivé@)plies that during the early stages of our genperiod, both
policies where counteractive and that latter oay tlvere accommodative. Muscatelli et al. (2002¢mé&é this kind

of behaviour of monetary and fiscal policy as bestrgtegic substitutes and complements, respegtivel

The fact that we obtained a lower mean for regi@tje ibdicates that regime (1) (counteractive monyetiscal
policy) has been the predominant phase during #mepke period under review. Whereas, regime (2) man
interpreted as an adjustment strategy, originafimgn macroeconomic disturbances in the economys Thi
relationship is clearly depicted in the one-stepashsmoothed estimates of the signal series showigure 3.
From the figure, we observe that between 1998 @l 2the smoothed estimates of fiscal policy wergély
expansionary, with increasing government borrowiagsl liabilities. Whereas, during the same perit
smoothed estimates of monetary policy was contrmaaty. This kind of policy interaction may be umigto
Nigeria’s history, as the converse of this relatup is found by Fialho and Portugal (2009) for Brdetween
1995:6 and 1999:12.

Table 1 Parameter Estimates of the SS-MS Model

Parameters Coefficients z-statistics
I -0.128¢ -0.287:
1z 0.5591 0.3134
o 0.466¢ 0.000¢
b, -0.0404 -5.72E-05
b3 0.5452 7.71 *10
b4 0.0512 7.24E-05
¢s 0.10957 1.55 *10
b -0.380: -5.37 *1(*
b5 -0.9999 -1.41*19
be 0.604’ 8.55 *1(*

Log likelihood -491.74

By analyzing regime (1) more closely, we obsenad this regime is feasible in more turbulent moraéntthe
history of the Nigerian economy. The period betw&880 and 1994, which was predominantly counteracti
coincides with the oil price crunch of the 1980&nd the period when Nigeria implemented the strattu
adjustment programme.

" The evidence is qualified because it does notigeoa clear-cut demarcation
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30
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Figure 3 One-step ahead smoothed estimates of the sigmnes ser
Where FSBF and MRRF are the one-step ahead foseoédiscal balance and the minimum rediscount rate

respectively. According to the time-varying traiwit probability coefficients presented in Tablen®t all the
estimated coefficients in the data generating m®¢PGP) of the transition probabilities are sigaifit.

Table 2 Estimates of Time-Varying Transition ProbabilitgrBmeters

Parameters Coefficients RM SE®
a -0.3608 0.3056
B, 0.3504 0.6641
ay 1.95505 0.4155
5 0.41488 0.2718

The parameters which govern the time-variationhef transition probabilities, namely, anda,, have opposite
signs. This is consistent with the intuition that Bacrease in the monetary measure (MRR) decretses
probability of remaining in a counteractive regiraad increases the probability of switching regiriée
parameterg; andg, determine the unconditional mean duration of sigyn the accommodative or counteractive
regimes of monetary and fiscal policy.

Table 3 Transition Probability Matrix

Regime 1 Regime 2
Regime 1 (Accommodative) 0.8632 0.1368
Regime 2 (Counteractive) 0.2215 0.7785

The probability of transition from regime (1) to @nhd vice versa are displayed in Table 3. The@abbws that if
the policy paradigm is in regime (1), at timp¢hen the probability that regime (1) will be mained at timet¢1)
is 0.8632, and the probability that the policy regiwill shift from (1) to (2) at timett1) is 0.1368. For an initial
state regime of (2), the probability of maintaininegime (2) in the next time period is 0.7785, ahdt of
transiting to regime (1) is 0.2215. These probgbiialues reinforce the results that we obtainemnfthe time-
varying coefficients displayed in Table 2.

& Where RMSE is the root mean square error.
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Overall, we summit that the empirical evidence oigd here are qualified and should be interpretiéd gaution.
This is because the point estimates of the regieperident means, andu, both have z-statistics that are not
significant.

6. Conclusion

This paper uses quarterly data to explore the naopeind fiscal policy interactions in Nigeria beemel970 and
2008. The paper first examined the salient issudbea theory and literature of the interactionsMeein monetary
and fiscal policies. As a preliminary exercise, gaper examined the nature of fiscal policies igexia using a
VAR model. The simulated generalized impulse respographs generated from the VAR estimation pravide
evidence of a non-Ricardian fiscal policy in NigerThese results suggest the validity of the fiitabry of the
price level determination, which postulates thandes in prices are driven by fiscal policies, #rat the price
level has to adjust to ensure equilibrium in prvsgctor wealth, and government solvency (Woodft®a5).

Further, the paper analyzes the interactions betwmmnetary and fiscal policies by applying a Stgiace model
with Markov-switching to estimate the time-varyipgrameters of the relationships. The evidence ateécthat
monetary and fiscal policies in Nigeria have intéed in a counteractive manner for most of the sampriod
(1980-1994). At other periods we do not observe systematic pattern of interaction between the pabcy
variables, although between 1998 and 2008, sonma fifraccommodativeness can be inferred (see Figure
Overall, the results suggest that the two poligyimes- counteractive and accommodative- were weakegic
substitutes during the post 1970 (Civil War) peridtlis is because the z-statistics of the coefitsi®f the regime
means were not significant. With this kind of résule identify a game were the fiscal authoritiesydirst, while
the monetary authorities are reactive, managingrteetary instrument based on fiscal activities.

For the policy maker, our results imply the exiseof fiscal dominance in the interactions betweemetary and
fiscal policies in Nigeria. The evidence on the lempentation of the non-Ricardian fiscal policy aheé fiscal
theory of the price level, implies that inflatiopredominantly results from fiscal problems, and fnomn lack of
monetary control. Based on the results obtainedemoent should pay attention to monetary activitiefore
embarking on fiscal policies, especially with regge government liabilities.

We submit that the empirical observations regardimg conclusions presented here are subject tiwismis,
especially because of the insignificant z-statstidowever, it will be difficult to criticize thegper now, because
to the best of my knowledge, the empirical literatan the interactions between monetary and figolties in
Nigeria, with regime switching factored in, is neristent. This has made it difficult to compareutts and
conclusions.

The methodology used here can be improved by applgispecial kind of Markov-Switching regressiondelo
with more than two regimes (see Maddala and Kin®8)9and introducing another leg to the equatidmcty will
analyze the sensitivity of fiscal policies to thecleange rate dynamics. Another suggestion is tdyapgradual
switching State-Space model for two countries (Nagand a major trading partner, say China).
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APPENDI X
Detailed Specification of the State-Space M ar kov-switching model
@signal fsb = ¢(1)*c(1) + svl*fsb(-1) + sv2*mrr(-)sv3*fsb(-1) + sv4*mrr(-1) + [var = exp(c(2))]
@signal mrr = ¢(3)*c(1) + svb*fsb(-1) + sv6*mrr(-)sv7*fsb(-1) + sv8*mrr(-1) + [var = exp(c(4))]
@state svl = svi(-1)
@state sv2 = sv2(-1)
@state sv3 = ¢(6) + sv3(-1) + [var = exp(c(5))]
@state sv4 = ¢(8) + sv4(-1) + [var = exp(c(7))]
@state sv5 = sv5(-1)
@state sv6 = sv6(-1)
@state sv7 = ¢(10) + sv7(-1) + [var = exp(c(9))]
@state sv8 = ¢(12) + sv8(-1) + [var = exp(c(11))]

Unit root test results

Variable ADF KPSS Conclusion
Level 1st Difference Level 1st Difference

FSB -2.66[9] -3.66[8]*** 0.27[9] *** 0.06[1] I(1)

GL -2.15[12] -3.26[11]*** 0.26[10] *** 0.10[5] 1(1)

MRR -2.05[0] -12.14[0]*** 1.10[10] *** 0.19[20] (D

Notes: *** ** gnd * indicates significance at thé4d 5%, 10% levels respectively. The values in beadlr the
ADF test indicates the optimal lag length seledigdhe SIC within a maximum lag of 13. The value$racket
for the KPSS test indicate the bandwidth selectising the Newey-West's Bartlett Kernel.
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Optimal Designs Approach to Portfolio Selection
|.A. Etukudo?

In order to obtain the best tradeoff between rigkl aeturn, optimization algorithms are particulanseful in
asset allocation in a portfolio mix. Such algorithrand proper solution techniques are very essental
investors in order to circumvent distress in busmeultfits. In this paper, we show that by miningzhe total
variance of the portfolio involving stocks in tw@srian banks which is a measure of risk, optimbdaation of
investible funds to the portfolio mix is obtainedl.completely new solution technique — modified supe
convergent line series algorithm which makes usteforinciples of optimal designs of experimentssd to
obtain the desired optimize

Keywords: Portfolio selection, minimum variance, optimal dgs, optimal allocation.
1. Introduction

In every investment, there is a tradeoff betwesk and returns on such investment. An investorefbee must be
willing to take on extra risk if he intends to obtadditional expected returns. However, there nbesa balance
between risk and returns that suits individual stges, Neveu (1985).

Great care must be taken by any investor in trexation of his investible funds to a list of invesnts open to
him in order to minimize the total risk involved. athematical model to suit a problem of this ratand in
particular, a quadratic programming model for pitf selection was developed by Markowitz (195599

A portfolio mix is a set of investments that anastor can invest in while a portfolio risk refers the risk
common to all securities in the portfolio mix ardstis equated with the standard deviation of rtuEbrahim
(2008).

The purpose of the investment of cash in portfotibsecurities is to provide a better return thauld be earned
if the money were retained as cash or as a banésidefhe return may come in the form of a regiri@ome by
way of dividends or interest or by way of growthcapital value or by a combination of both regutexome and
growth in capital value, Cohen and Zinbarg (196Hus, the real objective of portfolio constructioecomes that
of achieving the maximum return with minimum risdeaver (1983).

Grubel (1968) showed that higher returns and lovigks than the usual are obtained from internationa
diversification. Arnott and Copeland (1985) haveoashown that the business cycle has a signifieliatt on
security returns. On their part, Chen, Roll and R@d986) determined that certain macroeconomicaltes are
significant indicators of changes in stock retu@sntributing further, Bauman and Miller (1995) sleal that the
evaluation of portfolio performance should takecplahrough a complete stock market cycle because of
differences in performance during the market cy®acedo (1995) demonstrates that switching betwekative
strength and relative value strategies can incnegigens in an international portfolio.

Since portfolio selection problem is a quadratiogpamming problem which involves a minimization rigk
associated with such investment by minimizing titaltvariance which is a measure of the risk ingdlvFrancis
(1980), suitable solution technique should be aglbpt obtain optimal solution. Etukudo and Umor2009) have
shown that it is easier and in fact better to uselifired super convergent line series algorithm (NISg) which
uses the principles of optimal designs of experimisolving quadratic programming problems ratifran using
the traditional solution technique of modified simpmethod. This paper therefore focuses on optiheaigns
approach to optimal allocation of investible fuis portfolio mix.

! Department of Mathematics/Statistics & Computeesce, University of Calabar, Calabar, Nigeria,
nseidorenyin@gmail.com
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2. A quadratic programming model for portfolio selection

For a quadratic programming model for portfolicesgion, let
n = number of stocks to be included in the poidfol
X = number of shares to be purchased in stocks },,j2, ..., n
Y; = returns per unit of money invested in stockisaturity

Assuming the values ofjare random variables, then

E(Y) =Y j=12...n (1)
V=0, =l -5y, %) @
where E(Y) is the mathematical expectation of ahd V is the variance — covariance matrix of teeimns. See

Gruyter (1987), Parsons (1977) and Etukudo et @092 Hence, the variance of the total returnshergortfolio
variance is given by

£(x) = X VX =§":§n:aijxixj )
i=1j=1
which measures the risk of the portfolio selecidte non-negativity constraints are
x20,j=1,2,...,n 4)

Assuming the minimum expected returns per unit ohay invested in the portfolio is B, then

Zn: ijj >B ®)

=1
2.1 Minimization of the total risk involved in the portfolio

By minimizing the total variance,X] of the portfolio, the total risk involved in thp@rtfolio is minimized. In order
to obtain a minimum point of equation 3()ffnust be a convex function, Hillier and Liebernfa@06). That is,

20 1 2 20 1 2
%f(x;) 9%f(x )  9%(x;) | 9F(x)) TP |, (©)
ax]2_ ax% anZ aXian aXian -
where
20y
AN
X
o (M
20y
9%(x;) -0
Osz
where i#j=1, 2, ..., n. Strict inequalities of 6 and 7piy that f() is strictly convex and hence, has a global

minimum atx*. From equation 3 and inequalities 4 and 5, thefplio selection model is given by;
Min £(x) =3 >0 X.X.

i=1j=1 Ij I J
subjectto:,
Y jx; 2B ; %20,j=1,2,..,n

j=1

Remark

The expected value§,j and the variance — covariance matsixare based on data from historical records.
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3. Modified super convergent line series algorithnfMSCLSg), Umoren and Etukudo (2009)
The sequential steps involved in MSGJ&e given as follows:

Step 1 Let the response surface be

- 2 2
=S tCXs+t X+ (g X + X1Xo +
Yy=6+CGX t GX; qll pX1X2 (',]3X2

KXgI_' Gi,i:l, 2, ..., k*
Select N support points such that 3kN < 4k* where 2< k* < 3 is the number of partitioned groups desired. By

arbitrarily choosing the support points as longhaesy do not violate any of the constraints, makeheinitial
design matrix

1
11 21
x=|t X X
1 x X
iN 2N

Step 2 Partition X into k* groups with equal number afpport points and obtain the design matrix, iX 1, 2,
..., k* for each group. Obtain the information magsdv = X'X ,i=1, 2, ..., k¥ and their inverses
| |

m-L i=1,2, ..., k*such that

Step 3 Compute the matrices of the interaction effedhefvariables for the groups. These are

x> X 2

: X X X:
i11 i11 21 i21
_| X2 x x X2
X, =| "2 127122 i22
2 2

) X X X
iIN iIN 2N i2N

wherei=1, 2, ..., k¥ and the vector of the int¢i@t parameters obtained fronx¥(s given by

q3
The interaction vectors for the groups are giverliby \y-1x'x g and the matrices of mean square error for the
i il
groups are
B o _|Viin Via Visi
Mi=M*+11 7 |Vil2 Vi2z2 Vi32
Vi1z Vi23 Vi33

Step 4 Compute the optimal starting poirg; from

1
N * N -1 !
_— * ; > 0; 1, . a , = , m=1,2,....,N
X, = Z U Xm Un Z u =l = “m A = XX
m=1 m=1 m N 1
za
m=1

Step 5 The matrices of coefficient of convex combinatiai the matrices of mean square error are
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H= dia vit1 , ‘7122 , ‘7L33 = diag{hs, ho, K}, i=1, 2, ..., k*
Vil XVigz D Vis3

By normalizing H such thatZHfH_*' =1, we have

H' =diag| h h h
i i1

i2 3

AR AR LA

The average information matrix is given b

— k. o=
MEN = Y HIM HT = 22 o8
i=1

Step 6: From ), obtain the response vector

Z
Z= z: wherez, = f (mlz _mIB); Z, = f (mzz - mzs); Z, = f (m32 - m33)

z
2
Hence, we define the direction vector
d
d=|g | =M Gz
d2

and by normalizingl such thag™ g* =1, we have

* "% 1 . . . .
Step 7 Obtain the step Iengtb1 from , cx -b wherec x =h,i=1,2, ..., mis thé"iconstraint of
p, =min = i

! [ cid

the quadratic programming problem.

* * %

Step 8 Make a move to the poirxt’; =X, -p.d

Step 9 Compute fg(’;) and f(x’;). Is | f(X’;) - f(x’;) |§ ¢ where ¢ = 0.0001, then stop for the current solution is
optimal, otherwise, replace y: by X; and return to step 7. If the new step lengthis negligibly small, then an
2

optimizer had been located at the first move.
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4. A Numerical Example

An investor has a maximum of N10, 000.00 to inv@gtpurchasing shares in Oceanic Bank and First City
Monument Bank. Below is the historical data otps per share in the banks for 25 days.

We are required to obtain optimal allocation of ifnestible funds for purchase of shares in théfpliw in order

to minimize the total risk in the portfolio mix. #m the data on table 3.1, the mean prices per $baférst City

Monument Bank and Oceanic Bank are 18.13 and 28sj$ectively.

Table 3.1: Price per share
Oceanic Oceanic
Day FCMB (Y1) Bank (Y)) Day FCMB (Y;)) Bank (Yy)
1 17.6 29.89 14 18.5 26.95
2 17 29.61 15 18.78 26
3 17.55 28.95 16 18.4 27.3
4 17.9 27.95 17 18.74 28.86
5 17.5 28 18 18.74 30.09
6 17.7 28.61 19 19.1 30.6
7 17.74 28.6 20 18.71 29.6
8 17 26.49 21 18.9 28.6
9 16.8 25.99 22 18.75 29.01
10 16.99 25.95 23 18.53 28.98
11 18.5 27.3 24 18.5 28.55
12 18.8 27.17 25 18.49 28.75
13 18.1 26.99
Source: The Nigerian Stock Exchange v 453.32 704.79
18.13 28.19
Table 3.2: Mean deviation
Day (Yl _Vl) (YZ - YZ) Day (Yl _vl) (Y2 _VZ)
1 -0.5328 1.6984 14 0.3672 -1.2416
2 -1.1328 1.4184 15 0.6472 -2.1916
3 -0.5828 0.7584 16 0.2672 -0.8916
4 -0.2328 -0.2416 17 0.6072 0.6684
5 -0.6328 -0.1916 18 0.6072 1.8984
6 -0.4328 0.4184 19 0.9672 2.4084
7 -0.3928 0.4084 20 0.5772 1.4084
8 -1.1328 -1.7016 21 0.7672 0.4084
9 -1.3328 -2.2016 22 0.6172 0.8184
10 -1.1428 -2.2416 23 0.3972 0.7884
11 0.3672 -0.8916 24 0.3672 0.3584
12 10.6672 -1.0216 25 0.3572 0.5584
13 -0.0328 -1.2016

The expected return per share is the differenosdmst the mean price of that share and its pricther23" day.
The investor assumes that his expected returnsdnmilat least N100.00. Since his objective is toimmze his
total risk, the problem involves obtaining optirpairtfolio mix where the investment is done at tB& @ay prices.

The share price deviations are obtained from taldleas shown in table 3.2 while the variance — Gamae matrix
table for the share price are obtained from tatlea8 shown in table 3.3.

From the table 3.3, the variance- covariance méargiven by
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(0-11
021

0-12 j
0-22

0.4863 0.307
0.3078 1.7846

Hence, the model for minimizing the total risk bétportfolio is

where x and % are respectively the number of shares purchased First City Monument Bank and Oceanic

Min f(x) = (x, xz)(

Subject to:

Bank in the Portfolio.

18.49x + 2875,
0.3572x + 05584,

0.4863 0.307
0.3078 1.784

X,

<10,00(
>100
X1 X >0
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Table 3.3: Variance- covariance matrix value

I.A. Etukudo

g(xl] =0.486%’ + 0.6156%x, +1.7846x}

Day (Y=Y (M-YD(%Y) (%L-Y) pay | (% A VA AINASA (%Y,

1 0.28387584 -0.90490752 2.88456256 14  0.13483584).45591552 1.54157056
2 1.28323584 -1.60676352 2.01185856 15 0.41886784.41840352 4.80311056
3 0.33965584 -0.44199557 0.57517056 16 0.07139584).23823552 0.79495056
4 0.05419584 0.05624448 0.05837056 17 0.36869184 40585248 0.4467585¢
5 0.40043584 0.12124448 0.03671056 18 0.36869184 15270848 3.6039225¢
6 0.18731584 -0.18108357 0.17505856 19 0.93547584.32920448 5.80039056
7 0.15429184 -0.16041952 0.16679056 20 0.33315984.81202848 1.98359056
8 1.28323584 1.92757248 2.89544256 21 0.58859584 31382448 0.1667905¢
9 1.77635584 2.93429248 4.84704256 22 0.38093584 50501648 0.6697785¢
10 1.30599184 2.56170048 5.024770b6 23 0.15776784.31305248 0.62157456
11 0.13483584 -0.32739554 0.794950H6 24 0.13483580.13160448 0.12845056
12 0.44515584 -0.68161151 1.043666p6 25 0.12759180.19946048 0.31181056
13 0.00107584 0.03941248 1.44384256

2 2

;;Y, V) 11.670504 7.387288 42.830936

Gj 0.486271 0.307803667 1.78462233
5. Test for Convexity
2
Since 0%%(x;) 0%1(x) | 9°1(x))
5 5= =3.0924> 0
Oxy  0x5 0 X10 X5
9%(x ) 02f(x )
5 = 0.9726>0 and 5 = 3.5692>0
0X] x5

f(x) is strictly a convex function and its global mmiim point,x* is obtained by solving the above portfolio
selection problem.

6. Solution to the portfolio selection problem by ptimal designs approach

Minimize f(x) = 0.486%> + 0.6156x x, + 1.7846x>
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Subject to:
18.49x% +28.75%  <10,000
0.3572x + 05584, 2100

X, X, 20

Let X be the area defined by the constraint. Hence
X = {Xl ’ XZ}

Step 1 Select N support points such that™3 N < 4k"” where 2< k"< 3 is the number of partitioned groups
desired. By choosing”"=2, we have6< N <8

Hence, by arbitrarily choosing 8 support pointdceny as they do not violate the constraints (witthie feasible
region), the initial design matrix is

1 125 110 |
1 100 130
1 100 120
|1 110 110
T 130 100
1 110 120
1 125 100

|1 95 120 |

Step 2 Partition X into 2 groups such that

G, ={x,, x, ;100< x, <125,110< x, <130}
G, ={x,, x, ; 95< x, £130,100< x, <120}

and the design matrices for the two groups are

1 125 110 1 130 100

X = 1 100 130 |° _|1 110 120
Y1 100 120 2711 125 100
1 110 110 1 95 120

The respective information matrices are

| 4 435 4707 o4
M, = X,X, =| 435 47725 50850

4 460 440
470 50850 55500

M, =X,X, =460 53650 50100
440 50100 48800

Step 3 The matrices of the interaction effect of theiafales are

15625 13750 12100 16900 13000 10000
«_-|10000 13000 16900 and « -|12100 13200 14400
“ 110000 12000 14400 ? 115625 125000 10000

12100 12100 12100 9025 14400 14400

and the vector of the interaction parameters obthfrom f(x) is given by
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0.486
g=|0.615
1.7846
The interaction vectors for the groups are
- 40534
I, =M X)X, g=| 186
499
and {—3454?
I, =M;X X,0=| 175
459
The matrices of mean square error for the groupsempectively
16430054962 -7539324.31 20226464.8
M, =M+, =| -7539324.31 34596.00  94311.00
20226464.3  94311.00  249001.00
11930812255 604467298 158543160
M, =M;'+1,l,=| 604467298  30625.01 80325.01
158543120  80325.01 210681.02
Step 4 Obtain the optimal starting point
N N -
XP=D U0 U5 >0, Y U5 =1 uf= B A, =X X, M=L2N
m=1 m=1 Za%l
m=1
Now,
1 1
a, =x,x, =[1 125 110|125|=27726,a =0.00003607 @, =X,X, =[1 100 13( 100|= 26901, a;" =0.00003717
110 130
1 1
a, =x;x, =[1 100 120]100|=24401, a;' =0.00004098 a, =x,x, =[L 110 110|110/ = 24201 a;* = 0.00004132
120 110
1 (1]
a, =x;x; =[1 130 100|130|=26901 a;* =0.00003717 a, =X,X, =[1 110 120 110|=26501 a;* =0.0000377
100 120
1 [ 1]
a, =x,x, =[1 125 100 125|=25626 a;' =0.00003902 a, =X,X, =[1 95 125 95 [=23426 a;' =0.00004269
100 125

8
Z a;’ =0.00003607+ 0.00003717+ 0.00004098+ 0.00004132+ 0.00003717 + 0.00003773
m=1

+ 0.00003902+ 0.00004269 = 0.0003122

Since
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ul = 0.00003607_ 0.1155, ul = 0.00003717_ 0.0119
0.0003122 0.0003122
ul = 0.00004098_ 0.1313 ul = 0.00004132_ 01324
0.000312. 0.000312.
W= 0.00003717: 0.1191 ul= 0.00003773: 0.1209
0.000312 0.000312
ul = 0.00003902_ 0.1250, ul = 0.00004269_ 01367
0.000312. 0.000312.

Hence, the optimal starting point igo - iuaxm

m=1

1

1 1 1
X, = 0.1155 | 125 | + 0.0119 | 100 | + 0.1313 | 100 | + 0.1324 | 110
110 130 120 110
1 1 1
+0.1191 | 130 | + 0.1209 |110 | + 0.1250 | 125
100 120 100
1 1.0000

+ 0.1367 | 95 | = |111.4350
120 113.8299

Step 5 Obtain the matrices of coefficients of convex timations fromM, and M, as follows:

119308122155 30625.01
119308122155+164300549662° 30625.01+ 34596.01 .
= diag{0.4207, 0.4696, 0.4583}

H, = diag
210681.02
210681.02+ 249001.02

H, =1 - H, =diag{0.5793 0.53040.541%

and by normalizingd, andH, such thatHH;’ + HJH} =1, we have
O_ 0.4207 0.4696 0.4583
H; =diag , ,
{\/0.42072 +0.5793% |/0.4696 +0.5304 /0.4583 +0.5417 }

0. 0.5793 0.5304 0.5417
H, =diag , ,
J0.4207 +0.5793 ',/0.4696 +0.5304 ,/0.4583 +0.5417

= diag{0.58760.66290.6459

=diag{0.80910.74870.7634

The average information matrix is given by
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M (&4 ) = HIX X HY + HEXGXHY

4 448 450
=|448 51046 50408
450 50408 51595
Z0
Step 6 From f(Xl, X2) , Obtain the response vect@=| Z,
22
z, = f(448,450)= 0.4863(44¥ + 0.615644(48)(450)
+1.7846(45) =583090
z, = (51046,50408) = 0.4863(51016)? + 0.615644(5.046)(504(B)
+1.7846(50488)° = 7385800000
z, = (50408,51595)= 0.4863(5008) + 0.615644(5408)(5158)
+1.7846(5195) = 7587400000

Therefore,
583090

z=| 738580000
758740000

Here, we define the direction vector

d, 193690000
d=|d, [=M™,)z=| 8900000
d, 83000

and by normalizingl such thatd"d”=1, we have

8900000
/8900006 + 8300006

ool _[0.7313
d, 8300000 0.6820

/8900006 + 8300006

Step 7 Obtain the step IengthniD from

0_ mi C;XJI?_ bi
pi =MiIN — g
i c;d

wherecx =b;, 1 =12,...,M is the ith constraint of the portfolio selectimmblem.
111.435
18.49 [18.49 28.73{ j—looo
Forc, = [28 74 andb, =10000wehave o_ 113.829 — 1408659

P 0.731
[18.49 28.7
0.682

I.A. Etukudo
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111.4353_ 0
113.829 — 52443

0.731
[0.3572 0.558
0.682

[0.3572 0.5584[

]
2

0.3572
Forc, =[0 5584 andb, =100,we have 0

Step 8 Make a move to the point

S o oo [111.435 0.7313 [214.424
x5 =x-pld” = - [-1408659 = :
113.829 0.6820| | 209.904

since plm: -140.8659 is the minimum step length.

Step 9
f(x3) = 0.4863(214.4242)* + 0.6156(214.4242)(209.9040)

+1.7846(209.9040)% = 128700
f(XY) = 0.4863(111.4350) + 0.6156(111.4350)(113.8299)
+1.7846(113.8299)% = 36971

sincelf(x;) ~ f(X7)| = [128700 - 36971| = 91729

209.9040

Make a second move by replacigg_ | 111-4350| py .o _
" 113.8299 :

214.4242}

214.4242
, _  |h8.49 28.75] 200.9040 | ~ 100
The new step length is obtained as f0||0V\‘l)&3. _ . ~ _0.000125

0.7313
[18.49 28.75]
0.6820

Since the new step length is negligible, the optspiution was obtained at the first move and hence

and f(x3) = 128700

oo 214.4242
27 1209.9040

The portfolio selection problem which is a minintiva of portfolio variance was solved using modifisuper
convergent line series algorithm which gave

X, =214

X, =210
as the number of shares to be purchased from GrBamk and First City Monument Bank respectivelyider
to obtain a minimum risk or minimum variance.

7. Summary and Conclusion

In this paper, we assumed that the portfolio hasadly been selected by the investor from a lisavailable
investments. Using historical data prices (25 daysgtocks from First City Monument Bank and OceaBank,
we showed how optimal allocations of investibledsircould be made to each Bank’s stocks by minimgitire
portfolio variance thereby minimizing the totalkrissing optimal designs approach.

The approach adopted in obtaining optimal soluisorecommended for use by potential investorswayaout of
business collapse.
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A Distributional Analysis of out-of-pocket Healthcare Financing in
Nigeria Using a New Decomposable Gini I ndex

H. Emelchoku?, William M. Fonta® and Abdelkrim Araar?

This study applies a new method of decomposing total redistributive effect of taxation proposed by Duclos et al.
(2003) to assess the redistributive effects of direct healthcare financing in Nigeria. This new framework makes it
possible not only to introduce into the conventional Gini Index estimation framework a flexible ethical measure of
aversion to inequality but also a novel concepts of horizontal inequity and re-ranking. The empirical results
indicate that when the decision to utilize healthcare is always linked to the decision to pay for healthcare, asisthe
case in Nigeria, out-of-pocket payment, contrary to existing literature, may indeed be progressive with high levels
of horizontal inequity and re-ranking effect. But the progressivity may underlie the lack of ability to pay by poorer
households. All the components of the redistributive effect are also likely to vary with the level of the social
aversion to inequity

Keywords: DJA decomposition, Gini index, horizontal inequétlyd re-ranking.
JEL Classfication: B41, C52, C81, D63, 111.
1 Introduction

It is well established in the literature that sbamequalities lead to unequal health outcomes. &l it is also
possible that health institutions, and in particuthe method of financing health services, codddf inequality
back into the social space and exacerbate tharexistequalities and impede the social capacitgai®. Methods
of financing health services could, for exampleregiise to unequal claims and different experierafassing the
health systerh Health system can feed into and reinforce exjssiocial and health inequalities (Mackintosh, 2001
and 2006). In particular health care financing ayshas potential to deepen and widen the existingld of social
inequalities (Mclintyre et al., 2006 and Sauerbdrale 1996). There is therefore the need for wgsranalysis of
inequalities embedded in healthcare financing sysie order to make explicit their implied redistrtive
consequences, the extent health institutions agggasocial inequalities and whether or not suchstgoutive
consequences are justifiable on the basis of egaitgcela, 1998). While equity in health financings been the
subject of several studies, such analyses havdlyspplied descriptive analysis in the analysiseqguity and
therefore often fail to isolate the componentsnefjuities where they exist.

This study has two objectives. Firstly, it is anpénical study aimed at estimating the total redlsitive effect of

the prevailing health financing mechanism in Nigeriamely; out-of-pocket payment (oop), and the pmments

of this redistributive effeét Secondly, it aims to test the performance of w mecompositional framework
developed by Duclos, Jalbert and Araar -DJA (Dueloal., 2003) in contrast to the prevailing Aramsdohnson,
and Lambert - AJL (Aronson et al., 1994) decompasitramework which has largely dominated the &tare.

“This work was carried out with funding from theverty and Economic Policy (PEP) Research Netwotctis financed

by the International Development Research CenbB&Q), the Canadian International Development Agearay the

Australian Agency for International Development D). We are sincerely grateful to Jean-Yves Daand three

anonymous reviewers whose comments and suggestmeashelped greatly to improve the quality of capgr. However, all

errors and omissions are the sole responsibilith@fauthors

! Centre for Demographic and Allied Research (CDARpartment of Economics, University of Nigeria,ukisa, Enugu

State, Nigeria, (e-mail$ontawilliam@yahoo.comhichoku@yahoo.com +2348035408395

2 2190 Pavillon JA Deséve, Université Laval, Ste-F@Québec, Canada, G1K 7P4, Phone: 418-656-7507, (e
mail aabd@ecn.ulaval.ra

® Tibandebage and Mackintosh (2001) described sm@xperience in Tanzania

* Equity in health financing is only one aspect vémll equity goal that a health system may sttivachieve (See, for e.g.,
WHO 2000). Other forms of equity goal include eyuit access and utilization, financial risk protentetc.
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2. Redistribution asa Central Policy Issuein Nigeria

Unequal access to economic and social resouraentsal to understanding the political economy ajdxia. This

is not only because of the increasing scope anerisgwf poverty in the country estimated at ab®d®o, but also
because it is central to political instability, ioh® of marginalization and resource control agiagi amidst,
frequent conflicts in many parts of the country g 1998). Similarly, there is also large dispaiityincome as
recorded by the Gini coefficient estimates of a6 (Adams 2004, Canagarajan et al. 1997 andi®©kbjal.
2000). This has led to what is now termed polititprebendalisthand state capture by entrenched interests. This
system of power relation determines access to Isseiices including health services which are gahe
characterized by privilege and patronage (Alub®12and 1987).

Although health expenditure in Nigeria is made le¢ three tiers of governments (i.e., federal, sae local
government levels), nevertheless, available siaistill show that households largely bear thewoesibility of
financing their health needs through direct paysédSAID-FMOH, 2009). Over 68% of total health emgdiure
comes from direct out-of-pocket payments (FMoH 2888 WHO 2009,). This proportion is very high euethe
context of other poorer African countrie®espite increased funding to the health secteraming over 6% of the
total budget since 2003; health expenditure stislbehind the 15% of commitment to the Abuja Dratian 2000
and Gaborone Declaration 2005. In the absence ohamésms for risk-sharing and pooling of resouffoeshe
majority of the population, households have to fuaynearly every healthcare cost directly on ahcaad carry’
basis. The dominance of the Nigerian health sysbgnfor-profit providers could interact with poor lgic
financing and out-of-pocket to escalate the potiisequalizing and impoverishing effects of Heakre.

The key question being addressed is why shoulghdise payment income distribution be of policy can@eThe

concern arises in the first place, from the faett thealthcare payments may eat so deep into theepot a

household that it has little or nothing left to yide other basic life necessities such as foodltesheand the
education of the children (Mclintyre et al. 2006,38taff and van Doorslaer, 2001). Secondly, sineesttperience
of ill-health is random among households, the @oglications of treatment would also differ in tabsence of a
mechanism for pooling of resources and risk-shai$ugh would be the case, for instance, where dwaugehold
is expected to pay for its healthcare needs dirdedm out-of-pocket. In that case, the prepaymiacbme

distribution could differ significantly from the ptpayment distribution. The concern here, theef how far

the healthcare financing mechanism worsens or ingsohe prepayment inequality in income distributan the

post-payment period.

3. Decomposition Method

3.1 The DJA Decomposition Framewor k

Achieving the objectives of this study requires tezomposition of the total redistributive effedthealthcare
financing into its various components. Although ataposition methods have been developed in the xbofe
analysis of equity effects of fiscal system, we lgghe methods in the context of equity effectsheglthcare
financing. Following Arrow (1963) we reason thatt-oftpocket healthcare payments, like the tax sgste
represent further deductions from household incoalbeit, more idiosyncratically. Indeed, its effecbn
household are less systematic than the tax sysieoe dll-health and the cost of treatment are shstih
distributions.

® Politics of prebendalism is defined as the intestsgggle by interest groups to capture state ressufor group welfare only
(Ayogu, 1999). The term ‘Prebendalism’ was origipaioined by Joseph (1987), with particular refeeeto the Nigerian
political economy (see http://en.wikipedia.org/vifkiebendalisin

® In most OECD countries, the fraction of direct liegdre payment to total payment is generally be26é. US and Ireland
with 22% and 23% respectively, have some of thbdsgproportions, while Germany has 9.3%, UK h& and Denmark
has 14%.
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The AJL approach to decomposition of total redisttive effects of taxation and transfer programe wertical,
horizontal and re-ranking effects has dominated litleeature since it was first developed. Howewie AJL
approach has certain weaknesses that make thedeoatsdn of alternative decomposition frameworksessary.
Foremost among the weaknesses is the implicit gghumof a rigid ethical social welfare functionathis
insensitive to the policy-maker's concern or lefedocial aversion to inequality

To overcome the problem of ethical rigidity asstemlawith the AJL approach as well as other shortogs DJA
propose the use of an inequality index with twaifie ethical parameters of aversion to inequdlidyclos and
Araar, 2006). One can recall here that the flexibkens of the generalised Gini index was alreadscua$sed by
Yitzhaki (1983). The DJA single parameter, ethicaknsitive weighting scheme uses differencesdorire rank

of individuals. A brief summary of the framework esented here in other to highlight the concéptua
assumptions behind the estimated parameters ientip&ical model.

For p(0,1) denoting the percentile or fractional rankaofindividual in the income distribution, a norgagve
weight v may be defined such that:

w(p,v) =v(l-p)"?, vzl (1)

Wherev is a parameter reflecting social preferences abeettsion to inequality using differences in theksaof
individuals in the income parade. Equation (1) thasfollowing restrictions:

. 1
(i) [[w(p)dp=1 @)
That is, the weights are normalized to 1. Furtheeno
(if) w(p)sw(p;) for p =p;, (3)

In other words, the weights are sensitive to thtviduals’ ranks in the income distribution suclatttif a small
transfer is made from a richer to a poorer pergmyuality is perceived to be reduced (the PigolteDatransfer
principle). Forv = 2, equation (1) reduces to the ethical weights ef skandard Gini index which measures
income disparity within a region or group of peogdter values of/ less than 2, the policy maker is assumed to
prefer inequality favouring the rich while for vakuofv greater than 2, the policy maker is averse to iakiyuhat
disadvantages the poor.

DJA model specifies a social welfare function tisatoncave, additive, and linear in levels of inecamd that can
generate relative inequality indices as:

Wy (,v) = [ U, (X(p)W(p,V)dp @)

Equation (4) is the Social Welfare Function (SWF)tlee gross income (X) wher# , is the Atkinson (1970)
concave utility function. The parameteris an index of aversion to uncertainty in postspapt income of those
within any given income levey . In other words,& may be interpreted as a measure of aversion tiadmbal

inequity. One can recall here that, with the fisgadtem framework, the concept of horizontal ingqreéfers to the

unequal treatment of equals. DJA uses the conegfEqually Distributed Equivalent Income (EDE) as i
Atkinson (1970) in order to analyze the cost ofjunity to the society.

" See for example, Wagstaff (2005), Gerdtham andiSeny (1996) , Wagstaff et al. (1999) van Doorskteal. (1999) ,
Wagstaff and van Doorslaer (2001) , Wagstaff (20@dr the applications of this framework and Lamibend Ramos
(1997a; 1997b) for a modified version.
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Since EDE is determined by the levelsgfthe inequality index can be expressed in the f@atkinson 1970,
Blakorby and Donalson, 1978):

Hx

(5)

Equation (5) expresses the cost of inequality im$eof proportion of total income. It is the fraxti of total
income that could be used to restore equality oroke existing inequality without loss in social feeé. By

X
implication, if risk or uncertainty in the postpagnt income increases (reduces), the %Xt-iofalls (rises) and thus

I, (inequality) rises (falls) requiring more (lessyéé of equally distributed income (relative to timean of the

actual distribution) to achieve the same leveloufia welfare as before. This concept of EDE istia@rio the DJA
model estimation of horizontal inequity and is séwvesto the parameter.

Inequality can similarly be defined for post-paymacome to obtainl( ), for expected post-payment income (

E . creaa P . . . .
I, ), and for expected net income utility (). These relationships provide the key to undeditanthe DJA
decomposition framework:

A=l =1y =1 =1y =0 =15) =1y =10) Q)

RE R=0

Like in the case of the AJL framework, the totadlistributive effectAl is composed of three main parts: the

vertical equity (V), horizontal equity (H) and rakang effect (R). V is the conventional index obgressivity of
payments.The index of horizontal inequity (H) aggregates tver all increase in inequality that arises due to
unequal payment by those at the same level of prepiat income. It is assumed that at any fixed pointhe
distribution of prepayment income, say poixt there is a group of individuals having exactlgdme x at
prepayment distribution who can be denoted/MsThis is the group of prepayment equals at paintThis is
different from what is done in the AJL frameworkeva ‘income equals’ could more appropriately beardgd as
‘near equals’. Horizontal inequity at pointis the measured level of inequality induced amdre droupW,
located at pointx by the payment system. An individual who belongedhis class of prepayment income may
now find her income at point, or pointx, due to the fact that the payment system hasettezguals unequally.

This is a source of uncertainty and risk factore Bverage post-payment income among the set oayregnt
equals withis 7. However, a risk-averse individual may prefer tvd ¢ with certainty rather than take a
gamble that may give hex, at the worst and,at the best with respective probabilities. Thug Hh index
measures the risk premium:

Hyo=me =48 (7)

For the policy-makerH , represents the amount that has to be given up athmsg with post-payment income
W so as to remove the uncertainties in the post-payimcome of this group without loss of welfare.

To obtain the global measure of H involves aggiegadf the form:>"H ¢, OxOR and whereg, denotes the

population share with inconxe In the DJA framework, like in Lambert and Ram&8947b) but unlike the AJL
framework, the weight chosen is pure weight: thepprtion of the population at the given In other words, the
weighting factor is independent of the income aihpo. This is important because it ensures that hot@on
inequity at pointx is not contaminated by vertical considerationsdle case with the AJL framework where the
weighting factor is the product of the populatiordancome shares at poirt. R index, measures the reranking
effect. R arises because individuals may move out of the&pgyment income class to other classes due ta®ffec
of payment. It arises as a result of any changearik induced by the healthcare payment systerfis@al policy).
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The DJA approach estimatésas loss in social welfare arising from the facttthe payment system generates
uncertainty and is a source of dis-utility. Inedpyaitself is a loss of utility to the social wetta because it
generates resentment and a feeling of deprivatimong peers (Runciman, 1966). It is the cost of dhes
resentments that is capturedHby

The empirical estimation of the DJA framework isé@ on the Gaussian kernel function which is narpatric
because of the well known properties of the Gaussistribution. For example it does not need aprior
assumptions about the distribution of income of shenple population. However, it seems that, in ggn¢he
choice of the kernel function is not as importastthe choice of the window width which determinbs t
smoothness of the distribution (Yatchew, 1998, Sitvan 19863ata Reference Manual, 2002). By adopting this
statistical approach, therefore, the DJA framewoaksfers the normative decision of determiningpine equals
from the decision maker to statistical exercise: ¢hoice of the window width is now determined bg bptimal
trade-off between bias and minimization of the sgdanean error. The only assumptions required tatestical
assumptions such as the smoothness and contirfuftg @int distribution of gross and net incomes.

3.2 Social Deter minants of Valuesof & and V

For direct health payments, the valuescofindV may be determined by, among other things, thetthegktem
bureaucracy. The cost of removing such inequaléressuggested to lie between 0.25 and 1.0 ofotlaéamount,
implying that &€ may lie between this range (i.625< £ <1). More efficient health systems would have the
value of & near to the minimum while inefficient system woblave values of close to 1. On the same basis,
the social value ot is suggested to range between 1 and 4. In the &simthat follows we follow the Duclos et
al. (2003), example where they used the valuef04. But we also estimate fof =0, which amounts to the
assumption of the null hypothedis; = O; where H_| refers to the value of horizontal inequity obtained

under the DJA framework. As was noted earliertba, DJA approach generalizes the value ohplied by the
standard Gini index which &= 2. For the following estimations we use a broad eanfjvalues of/ from 1.5 to
5.0.

4. The Data

The study used a cross-sectional survey data geddoatween April and August 2004. The data setpaasof a

large set of data aimed at generating informatioraavide range of social welfare issues includiogdehold

health-seeking behavior, general household welaik access to social services, health financinfassessed
health, among others. The absence of such vitdlhhsi@tistics necessitated a field survey in otdegenerate a
fresh set of data that could be used to informthgadlicy in the state. However, instead of a malcsurvey, the
survey was limited to one of the 36 states in NagdEnugu state with a population of about 3 millio 2004. The
selection of the state was among other things cbaseost considerations.

Also, familiarity of the researchers with the ténraf the state was an added impetus as this kngelassisted in
no small measure in the survey design and its beiegution. Furthermore, the state mirrored in ynamys the
health problems of most states in Nigeria: heaggate burden, heavy out-of-pocket financing, donti@af the
small-size private for-profit health facilities, dugeneral lack of purchasing power among the pdipnlaamong
others. The state tier of governance also playsra wle in health policy decisions as it has resgulity for
primary and secondary care in Nigeria.

The actual field survey was conducted after sesfepreparation that included design of questioreadthical
approval from the Enugu State Ministry of Healthairting of fieldworkers, and pre-testing of the \ay
instrument. The standard multi-stage sampling desigs adopted. The entire state was stratifiedgalwban-rural
divide. Pre-existing clustering arrangements usgdhle Federal Office of Statistics (FGS)nd the National
Population Commission (NPC) were adopted and tfusiged the frames not only for the clusters babdbr the

8 The Federal Office Statistics has been reorgariretrenamed Nigerian Bureau of Statistics (NBS)
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households. The urban and rural clusters servex asdsthe enumeration areas (EAS) or primary sagplimt
(PSUs). One hundred EAs were selected at randorsangled intensively.

The decision on the sample size of 1500 housetiotdbis study was largely guided by Yamene (1964yhich
the sample size depends both on the size of thelggam and the researcher’s acceptable margimrof.g-or this
survey, given that the average household sizedrsthte was about 4 (Nigeria Demographic and Hé&lthey -
NDHS, 2003), the margin of error was fixed for @&1 In other words, our confidence interval was entiran
99%. Each EA was made up of approximately 20 haldshFifteen households were selected from eactesi
making a total of 1500 households with about 58thviduals.

The heads of household or, in their absence, speiuses were the main respondents on householdjleastions
however; adult household members were also reqtoregspond to individual level questions. The mainables
used for the estimation include household grosemrdiure defined as the total expenditure of thaskbold
inclusive of healthcare expenditure in the four keepreceding the interview. Current literature sglg that
expenditure is a better reflection of a househgb@smanent income (Bollen et al. 2001; Deaton 188htschel
and Lanjouw, 1996 and Stevenson et al., 1988). Hdadthcare expenditure variable was defined asdise of
healthcare to a household in the four weeks pragettie interview. This includes cost of treatmestst of
consultation card, transportation to and for tleatiment facility, and any other incidental expercsgmected with
ill-health in the household. The net householdsexjiure is the gross expenditure defined abovefietalthcare
costs. While there are arguments for consideringsébold scale economies in studies of this nathere are
equally strong arguments against (Deaton, 1997)s $tudy uses households’ per capita expenditurethie
estimations and the results that are presentagbsesjuent section.

In consideration of the multi-stage sampling desagual the potential negative effect of improper \wéitg on
point estimates, and the effects of stratificateord clustering on estimated standard errors, tha daalysis
adopted the bootstrap method in Distributive Analgeftware (DAD). The results, therefore, providi®rmation
also on bootstrapped asymptotic standard errors.

41 Empirical Results
41.1 Descriptive Statistics

The total number of households interviewed was 18@@e households were dropped because of in¢ensand
incomplete information. Thus, the analysis is bazed 497 representing almost 100% of the total.uAlE®% of
the respondents in respect of household questiasswale and about 20% was urban households. Ipzamglthe
effect of household health care expenditure we ubedrepresentative individual in each householR2 5
representing 35% of the total sample reported fimgnhealthcare during the reference period. Tredbaunt
poverty index on prepayment and based on updateeryoline in Aigbokan (2000) was 57.3% and the
postpayment headcount poverty was about 61.4%yingpthat out-of-pocket increased poverty by abét The
sample shows that 38% of poor households incurtgebiepocket while 30% of the non-poor reported-ofit
pocket during the period. Mean out-of-pocket fdifedent quintiles for the sick-only and for all remholds are
shown in Figure 1 while Figure 2 reports the petaga of total household expenditure spent as cpboket by
different income quintiles of households. Howe\as,would be expected, the mean amount spent othbaad
financing by the poor and non poor differed widdie poorest 75% of the households spent on avétada.4
while the top richest 5% of households spent orrame N2389.40 or 700% of the amount by poorest 85%
households.

Figure 1 indicates that among households that tepancurring out-of-pocket the poorest quintilperst less than
$1.00 on health care while the richest quintilenspearly $40 per capita on health in the precedimgeeks of the
interview. The graph is flatter when the populasidhat reported no out-of-pocket were included.ufég2
similarly shows that relative burden of out-of-petkneasured by the proportion of total househatdnme spent
by each quintile as out-of-pocket and indicates tiarich spend the larger proportion of theiat@xpenditure as
out-of-pocket.
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This seems to indicate that out-of-pocket couldegut be progressive; however, when the health neetise
various quintiles are taken into account, it wosékm to show that the poorer households were grossler
spending on health, probably because they couldffatd the cost of care.

$40.00 - 50%
—o— pc oop_all
$3O 00 —i— pc oop_sick only 40% ’
30%
$20.00 - /
20% M
$0.00 1 T T T 0% T T T T
quint1l quint2 quint3 quint4 quint5 Quint1 quint2 quint3 quint4 quint5
Figure 1: Per capita out-of-pocket (all) and Figure 2: Distribution of out-of-pocket as %
per capita out-of-pocket (sick only) of per capita expenditure (sick only)

4.1.2 DJA Decomposable Results

Results of the DJA Model decomposition based omssumed value of aversion to uncertainty in netrygy
income £ = 04 and aversion to inequality = 1.5,2,3/5 are presented in Table 1.

Table 1. Decomposition Results Based on DJA Framework (€ = 04)

Indices £=04,v=15 E=04v=2 ¢£=04v=3 E=04,v=5
Gy 0.3807** 0.4966** 0.6145** 0.7150**
0.1173 0.1498 0.1849 0.2169
Gy 0.3829** 0.4999** 0.6201** 0.7224**
0.1182 0.1503 0.1871 0.2199
RE -0.0033 -0.0033 -0.0056 -0.0075
0.0055 0.0040 0.0054 0.0071
\% 0.0284** 0.0334** 0.0398** 0.0509**
0.0102 0.0120 0.0133 0.0158
H 0.0202** 0.0253** 0.0342** 0.0473**
0.0059 0.0076 0.0104 0.0144
R 0.0103** 0.0114** 0.0111** 0.0111**
0.0031 0.0036 0.0047 0.0046

NB. Bootstrapped standard errors at thiohobf estimated values, ** Statistically signifiteat 5% level

Column 1 of Table 1 presents the parameters. Cadubnthrough 5 report the estimated parameters uheer
different simulations around the values &fandv and their respective bootstrapped standard er8inge the
definition of income band is statistically deterethin the DJA framework, it obviates the need f@& arbitrary
definition of income bands which is one of the majoncerns in the AJL framework. The estimated ayepent
Gini Index for v = 2.0 represents the implicit value assumption in thaveational Gini Index. Under this
assumption the policy maker is inequality-neutialdoes not matter whether inequality favours ttoh 1or the
poor. The estimated inequality is close to thenestied Gini Index of 51 obtained by Okojie et aD@@) and 50.6
by Adams (2004). Wher = 1.5, the policy maker in fact favours inequality ardperceived less inequality as
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reflected in the Gini Index value of 0.38. On thbes hand, when the policy maker is averse to iakiips
disadvantaging the poor as would be the case whef, then she/he perceives more inequality for evargrg
value of £. This is reflected in the higher estimated prepayn@ini Index (&) as the value oV increases
beyond 2. The same result holds for the estimabtstbpyment Gini IndexGy). For all the values o¥ (givene),

it is observed that despite their negative magefudhe overall redistributive effects are actualhy different
from zero because, as noted earlier in the deseiptatistics, richer households actually seeteteote relatively
higher proportion of their total expenditure on-otdpocket. This also accounts for the statisticatisignificant
values of vertical inequality particularly at lovalues ofv. On the other hand the estimated values of horizonta
inequality and reranking effects are statisticaltynificant for all the values #f.

Tables 1 and 2 also show that under a constane\afla, the estimated values GX,GX_T and the absolute

values of RE increase consistently as the valuevahcreases from 1.50 to 5.0. In none of the vabfeswithin
the tabulated range is the redistributive effeghificant. However, the increasing negative valfieRE shows
that as pro-poor aversion to inequality increakesréedistributive effect becomes more pro-richother words,
the more sensitive or ‘equality-minded’ the polimgker is the more pro-rich the redistributive effappears.
Similarly vertical and horizontal inequities eacitriease with increases in the valuevdfeeping the value of
constant. In all cases, vertical inequity is higtiean horizontal inequity and reranking effect. SThidicates that
vertical inequity is a more serious problem in gopulation. But the rate of increase in the ratibl \decreases
with increase in the value of(keepings = 04); though this decrease is not very steep. Thihewn in Fig 3.
Surprisingly, and contrary to other studies (see, dxample; van Doorslaer et al. 1999, Wagstaff aad
Doorslaer 2001), it is found that vertical equiypositive and significant, implying that out-ofgk@t can at times
and in different contexts be progressive and rebligive in its effect but this is at a cost aslsha discussed later.
This result was already anticipated in the desegpttatistics, as illustrated by Figures 1 andizre it was shown
that the rich spend higher proportion of their ltetependiture on health than the poor.

Table 2: Decomposition Results Based on DJA Framework (& =0)

Indices e=0,v=15 e=0,v=20 £=0,v=30 £=0,v=50
Gx 0.3104** 0.4474** 0.5830** 0.6970**
0.0909 0.1349 0.1750 0.2088
Gn 0.3105%* 0.4482%* 0.5863** 0.7025**
-0.0915 -0.1349 -0.1764 -0.2108
RE -0.0001 -0.0008 -0.0033 -0.0056
0.0054 0.0054 0.0061 0.0056
Y, 0.0186** 0.0250%* 0.0314** 0.0430**
0.0092 0.0111 0.0119 0.0150
H 0.0056** 0.0119** 0.0221** 0.0372**
-0.0019 -0.0036 -0.0068 -0.0112
R 0.0131** 0.0139** 0.0126+* 0.0113**
-0.0045 -0.0054 0.0044 -0.0044

NB. Bootstrapped standard errors abthteom of estimated values, ** statistically sigcéint at 5% level

Tables 1 and 2 also show that under a constane\afle, the estimated values GX,GX_T and the absolute

values of RE increase consistently as the valuesaficreases from 1.50 to 5.0. In none of the vabfeswithin
the tabulated range is the redistributive effeghificant. However, the increasing negative valfieRE shows
that as pro-poor aversion to inequality increabesréedistributive effect becomes more pro-richother words,
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the more sensitive or ‘equality-minded’ the polimgker is the more pro-rich the redistributive effappears.
Similarly vertical and horizontal inequities eacitriease with increases in the valuevdfeeping the value of
constant. In all cases, vertical inequity is higtiean horizontal inequity and reranking effect. SThidicates that
vertical inequity is a more serious problem in gopulation. But the rate of increase in the ratibl \decreases
with increase in the value of(keepings = 04); though this decrease is not very steep. Thighéwn in Fig 3.
Surprisingly, and contrary to other studies (see, dxample; van Doorslaer et al. 1999, Wagstaff aad
Doorslaer 2001), it is found that vertical equiypiositive and significant, implying that out-ofgket can at times
and in different contexts be progressive and refligive in its effect but this is at a cost aslsha discussed later.
This result was already anticipated in the desegpttatistics, as illustrated by Figures 1 andizse it was shown
that the rich spend higher proportion of their ltetependiture on health than the poor.

It is to be noted that contrary to what the thesunggests under the DJA assumptions, namely thah whe

=0, H - 0, we still find that the estimated values oH DIA under the different values of are still

statistically different from zero. Thus, it seethat there is a difference between what is predibietheory and
what is obtained in actual implementation of thedefo

Comparing Tables 1 and 2, we find that for all ealwfv, the value of H is greater in Table 1 witgh= 0.4 than
in Table 2, withe = 0. This is obviously so because the cost of unaggstan post-payment income distribution
given prepayment rank increases with increasesarvalue of aversion to uncertainty in the postapayt income
measured by . This result can easily be seen from equatioraf) by noting the inverse relationship between
and x. That is, the higher the level of uncertainty et income the less the EDE. Higher values &f are

associated with higher values of H.
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. ﬂ\-
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=——V/H (epsilon = 0.0) 3.3214 2.1008 1.4208 1.1559
——\//H (epsilon = 0.4) 1.4059 1.3202 1.1637 1.0761

Figure 3: The Ratio between vertical and Horizontal Inequities (V/H) (¢ =0and & = 04)

Furthermore, setting = 0, is a test of the null hypothesis tHdt = 0. This constraint is rejected as can be seen
from Table 2. It is to be noted that the constréi@tomes increasingly non-binding as the value iotreases.
This perhaps explains why the value of the ratibl Vi Table 2 declines more dramatically than in [€ab (see
Fig. 3). The relations between V and H is exhibitdten the value of is constrained to zero as in Table 2. The
divergence between the values of V and H is everersignificant at lower values offor& = 0. However, it
seems likely that increases in the valuetoiust be accompanied by not only increases in ahge\of horizontal
inequity but also increases in the value of V ifrgiaal increases in the payment rate are also ggaoied by
higher levels of deadweight loss or costs of inefficy associated with.

° The attention of authors has been drawn to thisuamp divergence between what is predicted byhheretical model and
what is obtained in actual implementation
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What can be the policy implications of significarddehe two components H and V? In clear way,Higher level
of horizontal inequity confirms the idiosyncratiatare of health shocks for households that havetipedly the
same level of prepayment wellbeing. It follows ttie¢ promotion of mechanism that can help to steaisk of
health shocks according to household capabilitesst contribute significantly in reducing inequaliobming from
this stochastic distribution of health shocks. Tiigher level of vertical inequity confirms the de® empower
poor households to expend relatively more on hgatblducing goods. To treat this form of inequalitye design
of policies targeting the poor in the use of heakhvices such as exemptions and deferrals sheuippropriate.
For instance, among the policies that can deal thigse two inequity components at the same are ttlesigned
to promote or to finance partially the heath riBlréng institution such community and social heaitburance in
poor countries or regions.

The value oRR appears rather constant with increases in theeva@iu. This is consistent with the DJA theoretical
framework: the larger the value wfthe more weight that is given to “the rerankingemment of the poorest”
(Duclos et al., 2003). But giving more weight t@ ttesentment of the poorest need not necessacifgdse the
reranking. Therefore, in spite of the increase wight given to the reranking resentment of the esiprthe
reranking indexR changes but very little. Irrespective of this glisth movement in R in response to increases in
it is clear from the results in both Tables 1 anth& reranking is a major effect that follows dir&ealthcare
payment. In fact at the lower valueswdfi Table 2, R has higher values than H. The qoesif which of these is a
more serious problem to a society may depend oialsemlues. It is clear, nevertheless, that renaghs a major
problem in healthcare financing through direct pagtrin Nigeria.

5. Conclusion

The main conclusions from this study could be sunmed as follows: It is possible to extend the deposition
frameworks developed in the context of fiscal stsdb the analysis of equity effects of healthdsv@ncing. The
DJA decomposition framework has been successfydplied in this study to decompose the equity effeuft
healthcare financing in a developing country. Ualtke AJL model, this framework overcomes the mwbbf
arbitrariness in defining income equals. It alsteis the possibility that the healthcare finangiodicy maker can
build into policy considerations the level of sd@sersion to inequality.

A healthcare financing system that is dominatedlibgct out-of-pocket payment has strong equity iogpions. It
may be progressive or proportional but such pravig or proportionality underlies the fact thainse of the
poor may avoid the use of health services becédnesedannot pay the cost. They therefore have uheadth need
which may not be captured by the distributionallgsia since such analysis focuses on effects ofmeay on
prepayment distribution. Some others may be usegjtih services at the cost of great displacemdattsffor
other critical household needs. Thus, progressiMityut-of-pocket may be bought at a high oppottuodst. In an
environment where the majority of the people arerpthe system of direct healthcare financing meadlto the
exclusion of the majority of the people from thes usf healthcare facilities, given that in such atem a
household’s decision to use healthcare servicei@mphe decision to finance healthcare. Therefiblis, possible
that the Nigerian healthcare system is excludirapprtions of the population from the use of healthcon the
grounds that they cannot afford the cost of treatme

The results further show very mild vertical ineguitnder thev = 2, which is implicit in the conventional Gini
Index. The perceived level of inequity becomes ifiicant as the policy maker’s sensitivity to inetityaincrease
with increasing value of. However, the levels of inequity vary with theéeof the social aversion to inequity as
well as the level of aversion to uncertainty in gost-payment period. The higher the level of poofpaversion to
inequities, the more visible the vertical and honial inequities appear. While the elimination btlzese forms of
inequities and reranking is important, it is likdlyat policy instrument that addresses one mayezkate the
other. For example, a policy aimed at eliminatiegtical equity may worsen reranking or horizontgligy. Thus,

it seems that in the final analysis, there is nigegrioritize among these conflicting objectivegeeding on the
elimination of which of these would contribute mdoethe improvement of social welfare. This is amative
guestion. It is possible for example, that one efycmight consider reranking a more serious formnefjuity
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because it is not based on productive criteriorlerdunother society may consider vertical equityrtiore serious
because it worsens the ante level of inequity baseitie random misfortune of falling ill.

The DJA framework provides an alternative interatieh of horizontal inequity as different from whaevails in
literature.H | is an index of the risk premium an economic agera given prepayment income class is willing

to pay to prevent the uncertainty that accompahiesransition from pre- to post-payment incomérifigtion that
arises from the intervention of the fiscal systdimsH = seems to bring into sharper focus, the randoncisffe

of healthcare financing in a system dominated bgafihealthcare payments. The higher the levebonflom
effects in healthcare financing, the higher thie pgeemium a risk adverse policy maker is willingpay to obtain
the certainty equivalent in the post-payment incand, therefore, the more costly to the socialiabf such
arbitrariness. This clearly suggests that prepaynsehemes, and health insurance schemes that l¢issen
uncertainties associated with healthcare finansirsgem are more likely to be preferred by healthfimanciers to
the prevailing system of health financing through-of-pocket. The cost to the social fabric might tigher if
individuals compare themselves with those with Einproductive characteristics but who have bedteb&eated
by the payment system. Thus, apart from introdueirftexible ethical parameter into the decompositid the
Gina index, the DJL framework also provides a nawvirpretation of the concept of horizontal indggui

Note finally that the proposed theoretical impletaéions of the DJA model in the context of finargimealthcare
services are made to contribute to enrich the eogpistudies tools and to derive interesting resufthis may
assist policymakers in shaping policies designedfight simultaneously the different negative aspeof
distribution.
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Factors, Preventions and Correction Methods for
Non-Response in Sample Surveys

GODWIN NWANZU, AMAHIA *
Missing survey data occur because of unit and item non-response. Thisis practically independent of the method
of data collection. As a result of the bias that non-response sometimes introduces in survey estimates,
identifying factors that promote it, and taking measures of prevention and correction methods are clearly
necessary. The standard method to compensate for unit non-response is by weighting adjustment, while item
non-responses are handled by some form of imputation. This paper reviews factors that give rise to non-
response and the corresponding methods used for its prevention and control. It also discussestheir properties.

Keyword: Non-response; Unit non-response; Weighting adjast; Imputation
1.0 Introduction

Surveys usually collect responses to a large nurabé&ems for each sampled unit. One of the mdstiaus
problems in surveys is the inability to collectpesses on some or all of the items for a samplédaurwhen
some responses are deleted because they faiigfy ®tit constraints. This is called the problefmon-response.
It indicates a clearly visible “flaw” in the surveyperation and has important implications duringigie and
analysis. This is because the sample respondéorie do not validly depict the population investegh and
analysis based on respondents may result in misigaaference. It is common practice to distinguiztween
unit non-response when none of the survey resp@rsellected for a sampled unit, and item nopaase when
some but not all of the responses are availablenit bon-response arises because of refusals, ityaha
participate, not-at-homes, units closed, away aatian, unit vacant or demolished, and untracetsurtem non-
response arises because of item refusals, “dopWwgt omissions and answers deleted in editing.

This paper identifies factors that promote surveg-response and reviews the methods availabledioding it.

The distinction between unit and item non-respassgseful in this paper since different adjustmeethods are
used for these two cases. Generally, the onlyrnmétion available about unit non-respondents i$ timathe

sampling frame from which the sample was drawnr éxample, in a two-staged stratified sampling suhethe
primary sampling units, secondary sampling unitd #re strata in which the non-respondents are ddcate
important. The importance of this information sually incorporated into weighting adjustments ti¢mpt to
compensate for the missing data. As a rule, wiigtdadjustments are used for unit non-responsethdrcase of
item non-response, a great deal of additional médion is available for the element involved. Reses for
other survey items are available, in addition forimation from the sampling frame. In order taametall survey
responses for elements with some item non-resppiisesisual adjustment procedure produces anaksmsds
that incorporate the actual responses to itemw/fiich the answer were acceptable and inputed ressdor other
items.

1.2 Reasons for Non-Response

Reasons explaining why units fail to respond inuevesy are often reported, although the words usediescribe
them may vary. Terminology here seems to depetype of units being studied and the mode of daliaction
used in the survey. Durbin (1954) and Kish (198Bcuss some of the general reasons for non-respions
household surveys. Research has found that tjypes bf unit non-response have distinctive causdsfar many
surveys, distinctive effects on the quality of synstatistics. These are failure to deliver thevey request,
refusal to participate in the survey, and inabil@iyparticipate in the survey.

1.3 Non-Response due to Failure to Deliver the Susy

Non-response due to non-contact or failure to delikie survey request misses the sample persorseveetivities
make them unavailable in the specific mode of dattection. The key concept here is the “contaditgbiof

sample units. That is, whether the sample urdtcessible to the survey researcher. In figureldv we present
a basic diagram of the influences acting on theéamability of sample units in a survey. In housldrsurveys for

! Department of Statistics, University of Ibadan, &g



80 Factors, Preventions and Correction Methods for Non-Response in Sample Surveys; G.N. Amahia

example, if the researcher knows when people anerat and accessible, successful contact woulddake rim the
first attempt. However, the accessible times dfsuare generally unknown; hence, interviewersaated to make
multiple calls ( a maximum of five) on a sampleturfome sampled units have “access impedimends pitevent
interviewers from contacting them (e.qg., lockedrapant buildings). People who are rarely at hotfitenoremain
uncontacted even after repeated call attemptsteyvierwers. Similarly, people who have call blimckservices
on their telephone often are not aware of the gitemf telephone interviewers to reach them.

Acces:
Impediments

Social /
Environmental
attributes
/
Accessible
. at home
Soglodemograph B patterns
attributes , .
Likelihood of
/ \ —»{ contact
Numbe Tin#ing of
of calls calls

Figure 1. Causal influences on contact with sample hougeho

In practice, the percentage of successful callirdecwith each successful call. For example,rég@ below

presents the percentage of sample Agbowo commbpifgeholds contacted by call number among those yet

never contacted in a demographic household sureegucted by the author in 2008. About 58% of the
contacted households were reached in the first #dlth each succeeding call, smaller and smakecgntages
were reached.

It was observed that two principal factors pretlet number of calls required to gain first confadiousehold
surveys: calls in the evenings and on weekends Yeened to be more productive than calls at otheres;
different populations were found to have differaatessibility likelihoods.

Generally, sample persons tend to be more accedsilniterviewers when they are at home. The prabk to
predict when sample persons would be at home.tHeme who are employed out of the home, most aey aw
from home at set times, often the same periods eaek. Most employed persons in Nigeria are awasnf
home from 7.00 a. m. to 6.00 p.m, Mondays througgiays. However, exceptions may be found in Laayus
Abuja as a result of poor traffic situations. ttdrviewers call at those times, proportionally éevpersons
would be reached. The best times to meet peogilerae are Saturdays and Sundays and in the evenimys
6.00 p.m. to 9.00 p.m. local time. The easiestskbalds to contact tend to be those in which somesn
almost always at home. These include householifspeirsons who are not employed outside the haitber
because they care for young children not yet imsklor because they are too old to work. On therhand,
persons in households with access impedimentsharanbst difficult to reach. These include persons
apartment buildings with locked central entraneag.(old and new Bodija in the city of Ibadan), ayaded
residences.
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Figure 2. Percentage of eligible sample households by talfirst contact

It may be noted that non-contact non-response reapndependent of the purpose of the survey. Tahe
sample unit is not difficult to contact becausetlé topic of the survey but rather because of #teo$
influences that would be present for any surveyest] Clearly, non-response error would arise daty
statistics related to those influences.

14 Unit Non-Response due to Refusals.

Success in surveys requires the willingness ofgper$o respond to a complete stranger who calls ihre the
telephone, mails them a request, or visits themndwo The sample persons must have little feamainitial harm
from the interviewer, of reputational damage frdm interaction or of psychological distress causgdhe
interviewer. The respondent must believe the meafgconfidentiality that the interviewer proffetbey must
believe that they can speak their minds and reiptimhate details without recrimination or harm. a@es and
Kahn (1979) argued that the essential societakutignts for surveys to gain cooperation of samplsgns are
rare in human history. Research has shown thatresponse involves influences that arise as atre$ihe
following levels:
€))] The social environment [e.g., urban areas tendetteiate more refusals in household surveys;
households with more than one members generater f@ftesals than single person households
(Groves and Couper, 1998].
(b) The person level [e.g., males tend to generate mnedusals than females (Smith, 1983)].
(c) The interviewer level [e.g., more-experienced wiwmers obtain higher cooperation rates than
less-experienced interviewers (Groves and CouR&8)].
(d) The survey design level (e.g., incentives offepedample persons tend to increase cooperation).

The first two influences are out of control of ttesearcher. For example, there are events thatiathing to
do with a survey request that affect how peopletréathe request. The last two influences, therinewer
level and the survey design level are featuresthigatesearcher can manipulate to increase respaiese

The theoretical perspectives that have been apgisdrvey participation include:
€))] Opportunity Cost — this is based on the notion that busy persosgralbortionately refuse to be
interviewed because the cost of spending time dway other pursuits is more burdensome for
them than for others.
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(b) Social Isolation — this is based on the notion that persons athigh and low ends of the
socioeconomic spectrum live isolated life, and eguoently, have a tendency to refuse survey
requests.

(c) Topic Interest - Those who are not interested in the topic of Umeey have a tendency to refuse
survey requests.

(d) Over surveying —This suggests fatigue from survey requests.

A theory known as Leverage — Salience (Groves, é3jngnd Corning, 2000) attempts to describe the
underpinnings of these behaviours. It claims thiférent individuals place different importance features of
the survey request (e.g., the sponsor of the sutepic of the survey, how long the interview wotddte, what
the data will be used for). While some individualay positively value some attributes, others meyatively
value them. As would be expected, these differemeendividuals are generally unknown to the statian.
When the sample person is approached for surveyests} one or more of these attributes would beemad
salient in the interaction with the intervieweref2nding on what is made salient and how muchnitigidual
positively or negatively values the attributes vebdétermine a response or refusal outcome. vdlthat the
value that a sample individual places on a speaititbute of the request, called the leveragenefrequest is
very important in determining an outcome. Anothetedmining factor is how important the specifiibtites
become in the description of the request, knowsaéisnt.

15 Unit Non-Response due to the Inability to Prode the Requested Data

Sometimes, sample persons are successfully codtacig would be willing to be respondents, but canno
Their inability stems from several sources, inahggli
(@) They are mentally incapable of understanding thestjons
(b) They are incapable of retrieving from memory thfeimation requested
(c) Sometimes in business surveys, establishments bave the necessary information available in
the format, or time frame required by the survey

Since the reasons for their inability to complytwihe survey request are diverse, statistics &ffieby non-
response are diverse as well

2.0 Item Non-Response

Item non-response occurs when a response to a&gjoglstion is missing. The impacts of item nopoase

on a statistic are exactly the same as that fdrnari-response, but the damage is limited to $izgiproduced
using data from the affected items.

The causes of item non-response are different fittose of unit non-response. Whereas unit non-respo
arises from a decision based on a brief descriptbrthe survey, item non-response occurs after the
measurement has been fully revealed. The caustsrohon-response include:

€))] inadequate comprehension of the intent of the ouesjudged failure to retrieve adequate
information, and
(b) lack of willingness or motivation to disclose thefdarmation, (Beatty and Herrmann, 2002;

Krosnick, 2002).

Beatty and Herrmann (2002) posited a model of #spaonse process which distinguishes four levels of
cognitive states regarding the information soughthie survey question. These include:

€))] Available (information can be retrieved with minihedfort)

(b) Accessible (information can be retrieved with effayr prompts)

(c) Generatable (information is not exactly known ban be estimated), and

(d) Inestimable (information is not known and no bésisestimating it)

The above four states are ordered by level ofenetd knowledge suitable for a question responsey Pposit
both errors of commission (reporting an answer avithsufficient knowledge) and errors of omissicaalifig to
report an answer when the knowledge exists). Somast social influence prompts sample personsve gn
answer which may produce data with measurementserttem-missing data can arise legitimately (farse in
an “inestimable” cognitive state) or as a respogser (for those with the knowledge available). eTatter
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situation might arise when social desirability ighces a respondent to refuse to answer a quéstiamswer,
“do not know”) instead of revealing a socially upeptable attribute.

It follows that item non-response may be reducedhayreduction of the burden of any single questthe
reduction of psychological threat or increase ivgmy (e.g. , self-administration), and intervievaations to
clarify or probe responses.

The strategies used to compensate for item noronsgpare often quite different from those for uron-
response, as in the former case the analyst usuadiysufficient vector of other responses with Wha adjust.
Hence, imputation is most often used for item-miggiata, whereas weighting class adjustments anenom
for unit non-response.

3.0 Effect of Non-Response on the Quality of Surveitatistics.

Sometimes, non-response introduces systematicriitistdn survey estimates; sometimes, it does nbhe
principles that determine when non-response distantey estimates and when it does not are cledy,im
practice, researchers cannot know which situahiey are facing.

Bias flows from non-response when the causes ohdmeresponse are linked to the survey statisteasured.
For example, if one mounts a survey whose keysti@is the average number of persons per houseRqldn
item non-response like “household income” would afféct R. However, empirical studies have shown that
non-response may substantially distort estimaked, i, introduce bias. To give a numerical ilagon of the
possible effect of non-response on survey statiaticconsider a survey mounted to estimate theeptageP

of deaf people in a city (Dalenius, 1985). A simmphndom sample of = 10,000 people was selected and a
guestionnaire mailed to the 10,000 people, askinthey were deaf. Of these people, returned the
questionnaire with the answer (Yes or No) to thestjon. Among these, respondents}’ percent responded
that they were deaf. The question is: how closBristo the corresponding* for all 10,000? In order to
answer the question, the following computationsensmsidered.

Given the non-response, two quantities were condpuigmely:

Max P*, corresponding to the assumption that all nonaedpnts belong to the category of deaf people; and

Min P*, corresponding to the assumption that none oftimerespondents belong to the deaf category

The table 1 below presents the two quantitiesHerdase where 30% of the 10,000 were non-respandent

Pt Max P* Min P* Max P* — Min P*
0 30 0 30

10 37 7 30

50 65 35 30

90 93 63 30

10C 10C 70 30

It is no coincidence thaMax P* — Min P* is equal to 30, the percent non-response.
4.0 Design Features to Reduce Unit Non-Response

It is well known that the different modes of datdlection tend to have different average respoasesr The
typical finding is that face-to-face surveys haughler response rates than telephone surveys. Hatep
surveys have higher response than self-administpager surveys, other things being equal. It §o &
common finding that the use of interviewers in fa@dace surveys increases response rates, botduseof
higher success at delivering the survey requestbacduse of their effectiveness in addressing angerns
about participation that sample persons may have.
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Figure 3 presents several features that addressvieer actions. First, leverage-salience thadrgurvey
participation offers several deductions about ingver behaviour. It may be noted that differeaimple
persons are likely to vary in how they evaluate shevey request (assigning different “leveragestiféerent
attributes). Since these are unknown to thevigeser, the interviewer must discern them in orgegain their
cooperation.

One further deduction from leverage-salience thédtiat training interviewers to recite the samteaductory
description to each sample person will not be &ffeq(see Morton — Williams, 1993). Groves and @a
(1998) propose two principles of interviewer belavithat may underlie the Morton-Williams experirtadn
findings. The principles are maintaining interantiand tailoring. Expert interviewers appear tgage the
sample persons in extended conversations (wheth@obthey are pertinent to the survey requesthe T
interviewers “maintaining interaction” in such ayM® attempt to gain information about the conceshthe
survey person. Effective interviewers then “tdiltheir remarks to the perceived concerns of tampe
person. This tailoring appears to explain somtheftendency for experienced interviewers to achiggher
cooperation rates than novice interviewers. Thargfally observe the verbal and non-verbal behavaduhe
persons in order to discern their concerns. Wheg form hypotheses about those concerns, thevietezrs
“tailor” their behaviour to the concerns. They tousize their description of the survey to thosecesns.
Figure 3 also indicates that if the initial decisiaf the sample person does not yield an intervianther efforts
to bring the person into the respondent pool inedwitching interviewers, changing to a differerdd®a or
sending persuasion letters. Other methods toasereesponse rate include.

(a) Making the Public “Survey-Minded”

If the public has a positive appreciation of staiss it will cooperate as respondents in surveya t
large extent than what else would be the case.

(b) Training the Statisticians

If the statisticians have a good understandingy@faroblem of non-response, they will address this
problem, but without such an understanding, they just disregard it.

(c) Call-Backs and Reminders

In an interview survey, a respondent may not bleoate, at the time when the interviewer pays a
visit to make the interview. This may happen, ei¢he time for that visit has been chosen so as
to increase the likelihood that the respondent iscane. If contact is not established, it may be
desirable and efficient to make call-backs. Byghme token, in a mail survey, those who do not
respond to the initial mailing may be sent a rerain@nd a new copy of the questionnaire).

(d) Sub-sampling the Non-Respondents

This procedure was developed by Hansen and Huiwii®46 and is widely used in surveys by
mail or inter-net.

We will consider a specific case in order to estertae percentage of people who are deaf. A
sample ofn = 10,000 people is selected and a questionnaire is setttetn. 7,000 people fill in
and return the questionnaire; thus the initial neandf non-response is 3,000. A reminder is sent to
the 3,000. Assume that 1,000 fill in and retura guestionnaire; thus, there are 8,000 respondents
(corresponding to a response rate of 0.80), an@02rtbn-response (corresponding to a non-
response of 0.20). A second step calls for selg&imple random sample of say= 400 of those
non-respondents and having them interviewed. Assalim00 cooperate.

In order to estimate , the following estimate sed;
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wherep; is the estimate applied to the data collected bi},rand p, is the estimate applied to the
data collected by interview. Tipg would have been the estimate if no interview weangied out.

Length of data Interviewer
collection period workload

N\
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Interviewer
observations

Number and
timing of calls

| Prenotification | | Incentives |

Sponsorship
Respondent rule
Interviewer

behaviour Householder/
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Initial Decision

Mode switch -
Persuasion

letters

Interviewer switch

Postsurvey
adjustment

Two-phase
sampling

Final Decision

Figure 3: Tools for reducing unit non-response rates

5.0 Reducing the Effect of the Non-Response

The measures discussed in section 4 may greatliceetthe non-response, they may not eliminate d.this
end, measures to reduce the effect of non-respgir@mdd be considered. These measures are in thee ra
“adjustments” of the estimates based on the dadadle; the term “correction” is sometimes used should
be avoided, as it implies removal of the effeci8e will consider two measures; weighting adjustradosed
for unit non-responses) and imputations (usedtéon non-response).

The assumption underlying the weighting and impomaprocedures is that once the auxiliary variahissd
have been taken into account, the missing valuesnéssing at random. To this end, the non-respusdae
assumed to be like the respondents within the wvtieigtand imputation classes. Greenless et al (1882
shown that this assumption can be avoided by ustioghastic censoring models. However, as LittR86)
observes, the models are highly sensitive to thgillitional assumptions made.

5.1 Weighting Adjustments

Surveys with complex sample designs, often alse haequal probabilities of selection, variatiorrésponse
rates across important subgroups, and departuoes distributions on key variables that are knoworfr
outside sources for the population. It is now camrpractice to generate adjustment weights to cosgie
for each of these features in analysis.

Weighting adjustments are primarily used to compn#or unit non-response. These procedures isertee
weights of the specified respondents so that tlegresent the non-respondents. They require anyilia
information on either the non-respondents or thil tpopulation. There are five types of weighting
adjustments; namely post stratification weightindjuatments, population weighting adjustments, sampl
weighting adjustments, ranking ratio adjustments] aveight based on response probabilities (detais
provided by Kalton, 1983).
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6.0 Post Stratification Adjustment

Post stratification uses the adjustment cells ghatformed in the same way as strata sample s#ieciihey
are, however, defined by variables not availablthattime the original data were selected. Thks @k also
mutually exclusive and exhaustive and it is expdtat the values of the study variablEs,in each cell be
more similar than among all values in the samplde best post stratification variables are thosengty
correlated to th& variable. To this end, they are often correlat@h individual response probabilities.

Kovar and Poe (1985) used post stratification ddjast in the National Health Interview Survey (NKHIS
conducted by the National Centre for Health Siafist In this survey of the civilian, non-institoialized
population in the United States, each respondesntasaigned to one of 60 age — race — sex crossfidagon
cells for which reliable current population figugs= N; /N were available independent of the survey. A post
stratification adjustment is computed for th@h) cell (h = 1,2,3, ...,60) as

anh W(z)
Ah Z;‘I.I 1 nth(z) (61)

WhereWh(iz) is the raw sample WeigIﬁWhi = n,jil) times a weighting class adjustment. The finalsithent
sample weight is given by

W = azw (6.2)
From (6.2), it follows that
S WD [ S W = A= Ny /N 6.3)

This shows that post stratification attempts to endile weighted relative frequency distribution amoslls to
correspond to the relative distribution among themme cells in the population. By using this auifent the
NHIS sample weights were finally adjusted to brihg sample in line with the U.S. population, asteavith
respect to the joint distribution by age, race, aed as defined in the 60 cells. This means thsdraple
distorted by non-response, poor sample coveragesample variation now has weights allowing theglvesd
data more accurately to estimate parameters whessurement of the response variable is correlatidtie
three post stratification variables.

For the special case where the initial sample asetby simple random sampling, the same adjustosistare
used for the weighting class and stratificatioruatipents. Kalton (1983) presents statistical ptogeof the
corresponding estimator of the population mean thses the weighting class and post stratification
adjustments, namely,

— _ Npy
Est.Yps = Yho1BpF1n = Xhoa Nhniz (6.4)

whereyy, = Y1 Vi /ni, = yin/nin, andW,) = N, /N, with bias given by
Bias(Est.Vys) = Yh—1 DpAon(Vin — Yor) (6.5)
where 4, = N; /N, expected response rate, dg = expected non-response in #hé cell. The resultin (6.5)

implies that the amount of non-response bias carethgced to the extent that cells with equal redpaohand
non-respondent means are formed. The variangetof,, is expressed as

ApAinS AonS? 1-1 s2
Var( ) = nzH nAinSiptn? Lhe 1ngf/112;h Yo (1-A41p)S%, (66)
1

where S, is the element variance among all respondentsgh‘t® cell.
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7.0 Imputation Methods

Despite the researcher’s best practices to minirites® non-response through preventive methods, some
missing items almost always appear in survey dats, requiring the researcher to find other waydeal with

the remaining non-response. A wide variety of itafion methods has been developed for assigningesdbr
missing item responses. These methods range fropiesad hoc procedures used to ensure complebedsc

in data entry to sophisticated hot-deck and regredschniques. The following are some common itaon
procedures:

Mean-Value Imputation, Regression Methods, Dedectimputation, Class Mean Imputation, Hot-Deck
Methods, Distance Function Matching, Exact Matcipuation and Model-based Methods.

8.0 Choosing Among Methods

The methods for dealing with non-response are alpiof two types, preventive and compensatory.
Preventive methods are designed to reduce nonwiespate, while compensatory methods serve to eetiigc
effect of remaining non-response, after suitablmlmoation of preventive measures had been applikd.
deciding on a suitable preventive strategy for syrmon-response, one should take into consideratin
social — environmental attributes, socio-demograpttiiributes, and the culture of the target poputat Based
on our prior experience, a combination of incergjvaultiple call-backs and endorsements will likbly most
effective in many situations. The kind of inceetigiven would depend on whether the respondergad bf a
household or an establishment. Advantages of theemare more than the disadvantages: it enabiesiyi
response to questionnaire, motivates respondentidl tpuestionnaire or grant an interview, and tkedhe
resistance of respondents, and promotes propdpdity questionnaire or grant an interview. Fomenple, the
distribution of CBN publications to respondentesiablishment surveys will aid the respondent teustand
the use of the data supplied, and would likelyease their willingness to co-operate in future sysv

Assessing the utility of non-preventive methodglatiding on a strategy for dealing with non-resgomsy

involve:

(a) finding that method which allows the researcheake statistical inference he had intended while
minimizing the effect of non-response on inference,

(b) identifying those methods with the smallest meguare error in evaluating non-preventive stiateg

(c) when investigating relationship (after crodsdiation) one would like to pick the method thaade
alters the relationship being studied

(d) when using model-based approach, one may beeooed primarily about finding approaches that
minimize the bias and variance arising from theuas model and whose estimators are most robust
to departures from the assumed model. Fast ratesnwergence for iterative methods would also be
desirable

(e) the cost effectiveness issue must be considaretioosing among approaches to dealing with non-
response. Also, the complexity of implementing thethods must be considered. For example,
sophisticated approaches such as multiple imputedjoplied to the hot-deck method may not be
practical when staff are unavailable to apply thethad and interpret its findings.

The challenge in making the final choice is to e the relative strengths and weaknesses of etimgp
alternatives for the survey. The researcher shimdds more intently on finding functional and ostal basis
for choosing among competing methods.

9.0 Conclusion Remarks

Surveys produce data that attempt to describe laogelations by measuring and estimating only apdarof
those populations. When the designated sampleotdmencompletely measured and estimates are badgd o
on responding cases, the quality of survey stegistan be threatened. Prevention methods are neapdet
the planning stage of every survey, because namdser or beneficiary can afford to lose the sigaiice of
the collected data. Any survey design should hatvéhe planning stage, the action to be taken wien
response occurs, and appropriate tool for datadndn developed so as to make it possible to olbaximum
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information from the sampled units. It seems thatquality of the questionnaire, the training, axgerience
of the interviewer are the most important aspdwsinsure the success of a survey.

Not all non-response distort the quality of suresyimates. Non-response produced by causes thatlated
to key survey statistics is the most harmful kinfBluch non-response is termed “non-ignorable noperese.
Non-response can harm the quality of both the gase and analytic statistics.

There are many tools that survey researchers hmvgctease the response rates in surveys. Thekel@n
repeated call backs, small interviewer workloadisiaace letters, short-questionnaires, tailoringnadrviewer
behaviour to the concerns of the sample person.ensodl interviewer switches for reluctant resporglent
Almost all of these methods require spending more tor effort contacting or interacting with thengae
units. This generally increases the costs of sisve

An important remaining challenge to survey researeparding non-response is determining when itesses
the quality of survey statistics and when it does n
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Addressing the Problem of Non-response and Response Bias

Fabian C. Okafor?

INTRODUCTION

Most of the statistics needed for national planrdng derived from large scale sample surveys watlis@holds as
reporting units both in the developed and develppaountries. Examples of these surveys are Incone a
Expenditure, Employment, Food consumption and Mairj Agriculture, Health, Education, Establishmestt. The
required information on these topics is obtaineanfthe selected households or firms in an Estabksth survey. The
households to be canvassed are usually selectgdobwbility sampling. As it happens in all survesgsne selected
units may not be contacted, or fail to respondhi® interview or when they do provide distorted wadcurate
responses. These introduce some element of bths Estimates.

Survey planners and analysts in Nigeria have dewvatiech more attention to sampling errors at theeege of non-
sampling errors (non-response and response erBas)pling error is the degree to which the samslienate differs
from the average value of the characteristic dueht;mce. The present discussion will be centeredom-sampling
error, which may present serious deficiencies endtatistics and render the survey useless. Acupitdi Platek and
Gray (1986), “Non-response has been generally rezed as important measure of the quality of dateesit affects
the estimates by introducing a possible bias inegtanates and an increase in sampling variancaulseoof reduced
sample.” They continued by saying that “in a pcadtway, the size of non-response may indicateoerational
problems and provide an insight into the reliapibf survey data.” There is need therefore to ystilng nature and
effect of non-response in the surveys conductéldercountry.

NON-SAMPLING ERROR

Non-sampling error is due to other causes aparh fohance factor, i.e. inductive process of infeeefiom a
probability sample. This type of error is foundtb@t sample survey and complete enumeration. Nomping error
can occur anywhere from the planning to analysigesbf the survey. At the planning stage, we hacé factors like
ambiguous definitions and concepts in designingestionnaire, length of a questionnaire, omissioduplication of
some units due to use of obsolete frame. At exeelgiage we have such factors as inability to saime of the
units of enquiry probably due to civil disturbancisod disaster, security problem, etc; memorysépn the part of
the respondent; inadequate training of enumerattecs;The factors at the analysis stage includelessness in editing
of the completed questionnaire, tabulation andtimgnof final results among others. Non-samplingoercan be
classified into non-response and response errors.

Non-response Error

We define non-response as failure to collect datan fa sample unit in the target population. It magur because of
refusal of some units in the sample to return trmeted questionnaire or to grant interview in ¢thse of face-to-
face interview or through non-contact. The firgickis called unit (total) non-response. Non-reggonlso occurs
when a unit provides information to some but nbgakstions in the questionnaire. This is callethihon-response.
Item non-response may be as a result of irrelesasénsitive questions in the questionnaire; gorsibt understood
or through fatigue or lack of knowledge.

The size of non-response is an indication of hdialske the survey data are.

! Dept of Statistics, University of Nigeria, Nsukkamail: fc_okafor@yahoo.com
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Response Error

Response error is the difference between the talgevof a characteristic and the actual value seggby the
respondent or recorded by the interviewer. Respen®r occurs as a result of faulty instrumerd,résspondent or the
interviewer, or as a result of interplay of thestiar

More details on response error can be found in Masé Kalton (1979, P 378).
PROBLEM OF NON-RESPONSE AND RESPONSE ERRORS

Non-response has effect on the survey estimatesuibe®f potential bias introduced in the estimatéswever, “the
response bias may not be nearly as serious refatittee sampling error for small samples as ibisldrge samples”
(Platek and Gray, 1986). Letbe the population proportion of the respondents g that of the non-respondents.
Suppose the interest is in the estimation of thmufation meany. If only the respondents’ values are used toregt
the mean, the estimate will be_ Let the average value of this estimateugehence the bias introduced due to non-
response is given by

== ~{gh + -9} = Q-9 — 1) (1)
This is the measure of non-response bias.

Let y; be the survey value and the true value of the variable of interest; therr x; + €, andy, - x, = g is the

individual response error. The average of allviitlial response errors given B — X =€ is called the response
bias.

As we have seen, non-response and response emmaduce bias in the estimates and create distonidhe survey
results. Furthermore, non-response rate is ameaiséactor in assessing the reliability of survegults. When the
non-response rate is high and vary from one ar¢hetmther, the bias may still remain even aft¢ustohg for non-

response. Therefore, it is very important to ideldhe response rate in every survey publicatictually, estimates
from the analysis of only the respondents’ recaldshot apply to the target population, but are esentative of the
population of individuals who would respond to thérvey, especially when the characteristics of rdispondents
differ much from those of the non-respondents.

DETECTION AND CONTROL OF REPONSE ERROR

There is yet no satisfactory method of ascertairivgy size of response errors in the individual danspirvey or
census. But what is whispered among those who dae#t with surveys in Nigeria is that the greatestise of
response error is deliberate falsification and itation of survey data by the respondents and \iigeers
respectively. It is not an easy task to ascemdiather a respondent has given a true answer aturotg interview.
The usual practice is to use some checks whichlyndetermine the discrepancy in responses. Thieseks include
the following.

» Record Checks: We can detect errors in responseighrthe use of records or documents, e.g. birth
records, marriage directories. In Nigeria we hawé fully imbibed the culture of record keeping and
official records are not readily available becaogefficial secrecy and unnecessary bottleneck.nEte
the individual records are available, it will na basy to match sample respondents with officizdnds.

In some cases some hames may not be available irettords. Moreover, records may not indicate the
true value unless one is sure that the informahahe record is more accurate than the answerslisdp
by the respondent during the survey.

» Consistency Checks: Consistency checks are norrmddlyilt in the questionnaire. In consistency check
information sought from the individual in a parfi@uissue is obtained by asking the relevant qoest
two or more different ways located at differentrsiin the questionnaire. This will serve as ackhan
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the quality of data collected. This notwithstandirgspondents determined to give false answersstilhy
do so.

* Re-interviewing: This is also known as quality dhec post enumeration survey in census. It inveie
interviewing a sub-sample of individuals in orderascertain the extent the first response is ctamiis
with that of the second interview. In re-interviewe could repeat the same survey questions or ase m
detailed questions and better trained and expexteimterviewers.

For the control of response error, the proceduteetadopted must be carefully considered beforsinesy. One of
the methods available to the sample survey experteflducing response error is the careful selecti@ining and
supervision of interviewers. Another is the usevefl designed questionnaire with precise and dlestructions.

In Nigeria, most survey bodies pay more attentmsample size and sampling error neglecting nomptiag error,
which in most cases may be serious as to distertstimates from the survey as was earlier pointied

ASSESSING THE EXTENT OF NON-RESPONSE BIAS

The question is how do we assess or determinextieateof non-response bias? | have not come aamgsesearch
carried out in Nigeria to assess the extent andreaif response and non-response bias. We relgsuits from other
countries, which should not the case. We haveetw l mind that decreasing non-response rate miageactessarily
always reduce the non-response bias; but low resposte may yield statistics with large non-respdniss. The
methods for assessing the extent on non-response as bi are found in
http://www?2.chass.ncsu.edu/garson/pa765/samplimgamd the UN Handbook of Household Surveys, Part @k
summarized below. These are:

* Population comparison: Here survey averages are compared with those fithrar sources like recent
population census. This method is useful in coingavariables like gender, age distribution, raoepme
and occupation. The idea is to identify variabMgere the sample mean differs from the populati@am
The setback in this method is that the deviatioy bendue also to the sample units selected andasaad in
addition to non-response bias.

* Intensive post-sampling: A sample of non-respondents is selected and imereffort is made to obtain
interview on this sub-sample. The difference betwthe estimates from the respondents and thessupls
of non-respondents is a measure of the non-resgmasgi.e.

(5 -v.) @
n

* Matching: A sub-sample of the respondent and non-resporsiEmple cases is matched with the current
population census. An indication of the non-respduisss is given by the difference between censtss fda
respondent and non-respondent sample cases.

e Call backs: A comparison of the survey results for sampleaiiniterviewed after considerable call backs (e.g.
after the third visit) with those interviewed agftfirst attempt provides some measure of non-respbias.

* Adjustment: Another method of assessing non-response btascempare the unadjusted estimates based on

the respondents with those estimates obtained adligisting for non-respondents (Ekholm and Laakspne
1991).

HANDLING NON-RESPONSE
Non Theor etical Approach

Some of these approaches discussed here cametbatiateractive session during the workshop onnesponse in
surveys organized by Central Bank of Nigeria int€eer 2010. One of such approaches is develapirapport
with the community or the respondents through $amimagements, like attending naming ceremonieslitibnal

marriages, funeral condolences and sending seago®étings, etc. For example, it was reported chse of an
interviewer who obtained cooperation by merely mivattention to a child in the family; asking abtig welfare.
Response rate could be increased through advociing tadio jingles, print media and television smstize people
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about an oncoming survey. Also community headsh@fs when contacted and educated on the naturéemefit of
a survey can help to get cooperation and therepyawe on the response rate.

The manner of dressing determines whether one la@manterview or not. One who is going to intewia company
director must be if possible dress like one andecarto the premises with a good car. In short anerviewer should
dress well if possible better than the responddititere was a case where a female interviewer veescbmmunity in
a pair of trousers; she never succeeded in obtnimierview from any one. But when she dressed #ikiypical

traditional woman with a wrapper and a matchingubbothe situation changed. The view of the commumés that
she came to corrupt their girls with her type adsing.

Another way of increasing cooperation is through tise of incentives either material or financiaople are of the
opinion hat incentives could be given but onlyhié trespondent fails to respond after two or thieisv Incentives
may be in the form of company calendar, diary grores of past surveys, especially in an establistinsarvey.
Corporate award may be given to an establishmeait dboperates regularly and effectively in survdyigancial
incentive may help in some cases but may be coyrtfuctive. There is a case of a gateman who edfam
interviewer entry to an establishment; but immesliatmoney exchanged hands the gate flew wide dgdewever,
when people get used to financial gift, they faifréspond unless some amount of money is givers. fdppened in a
community where the interviewer who used to givenatary incentive was changed with someone who doegive.
At the next round of survey the interviewer methkrivall; response rate dropped drastically.

Finally, use of locals with knowledge of the temrand good command of the local language and wettessary
academic qualification will definitely improve coeqation on the part of the respondents. For lddpace and time
we shall not mention all other methods of incregs$he response rate.

Theoretical Approaches

There are several methods of handling non-respadegending on whether it is total or item
non-response. Total non-response is handled by wgaighting adjustments whereas item non-respanseken care
of by imputation.

Weighting Adjustment

“The aim of any weighting adjustment is to increéise weights of the respondents so as to compefwathe
non-respondents” (Okafor, 2002, p358). Proponehiseighting adjustment argue that it is useful &dljusting
for biases in the sample. Those against are obfieion that it makes little or no difference tonclusions.
According to Bourque and Clark (1992, p60) “the o$aveights does not substantially change estimatd¢be
sample mean unless non-respondents are appred#biyent from respondents and there is a substanti
proportion of non-respondents.” We shall now sumimeathe methods used for weighting adjustments. nkore
details the reader is referred to Lohr (1999, p26®) Kalton and Kasprzyk (1986).

1. Weighting adjustments overall: Let z; be the probability of selecting uniin the sample. The sample weight

- : 1 . . e e .
(raising factor) isw, =—, i =1,2,...,n. Now the estimate of response probabilitypis- Za'ivvi ZWi ;
; i=1 i=1

a, takes the value one if the” unit respond and zero otherwise. The new weighttfe respondents will be

* 1 . . . . . ol 0 *
w, =—— and the estimator of the population total of tlaeiable of interesy will be t = Z a,w,y, .

Ty i=1
Q)

I
2. Weighting- class adjustment: The sample units are grouped into classes usiriljay variable available
for all sample units like sex, race, and geogragdhecea. Each class response probability is estonand
used to adjust for class non-response.
3. Population weighting adjustment: The sample respondents are classified into strsitey known auxiliary
variable. Each stratum has a known populatiomibdigion (proportion) W, from past census result, which is
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used as weight for each respondent. The advawofaite population weighting adjustment is thatetuces
the non-response bias as well as non-coverage error
Sample weighting adjustment: The total sample units are grouped into strataguisiformation available for

both respondents and non-respondents in the samplesample distribution (proportiony, = nh/n is used

as weight in each stratum. For simple random sangphe estimator of the mean is

* H 1 n
V=D w,—> ayy, (4)
h=1

Ny, =1

5. Post-stratification using weights: As described by Lohr (1999, p268), this methodsuse ratio ofN,

Mh
(population units in straturh) and its estimatoz a,w,, . With this ratio, the modified weight is given by

j=1
W N,

Ny, )
D.aw;,
i

The assumptions in weighting adjustments are tiatréspondents and non-respondents are similaeaetd unit is
equally likely to participate in the survey. Thessumptions are never always true in practicecélemeighting may
not completely eliminate all non-response bias.

Imputation

Imputation entails assigning values to missing @asps making use of available auxiliary informatiomthe sample
units. It is used in handling item non-responsertfer to reduce non-response bias among othesreaknputation
method has advantages and disadvantages; forsdetsl Kalton and Kaspryzk (1986). Some of the fatfn
methods available in the literature include:

Mean Imputation: This involves imputing to the nmgsresponse the mean of the respondents for the
particular item.

Random Imputation: A respondent is randomly chdsem among all the respondents; the value of the
response for this individual is assigned to thesmg response for a given item. In order to presdine
multivariate nature of the data, values from thmesalonor are used for all missing values of a non-
respondent. Sometimes more than one value is edgdat every missing item by carrying dugreater or
equal to two imputations. This is called multipgieputation proposed in Rubin (1978) and illustraied
Rubin (1986) and Iwebo (2008). The multiple impiatas help one to estimate the additional variance
due to imputation.

Hot-deck Imputation: In hot-deck imputation theuabf one of the respondents is assigned to thaingis
response. The problem with this is that the valuen@ donor can be used for many missing values in
particular item. Versions of hot-deck imputatione asequential and nearest-neighbour hot-deck
imputations. In nearest-neighbour hot-deck impomtaa distance function (for the auxiliary variat)lés
used to impute a value of a respondent to the aspendent. Chen and Shao (2000) explained thia for

bivariate sample values. Let allvalues be observed for all sample units. Suppgse.,y, are observed
values for the respondents and the remaining/alues are missing. Then the nearest-neighbadudduk
imputes a missingy; byy;, wherel<i <r andi is the nearest neighbour pfmeasured by satisfying

the condition‘xi - xj‘ =minx — xj‘.

I<isr
Regression Imputation: Logistic regression formst pa this technique. Using the data from the
respondents, the values of the variable to be iethbate regressed on some auxiliary variables dlaila
for all the sample units. The regression equasiorobtained is used to predict for the missing item
responses. Residuals could be added to the prediatees, if desired, to introduce randomness. idting
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regression is used in imputing for dichotomousalalg, that takes the value 1 or 0, based on thstiog

exp@ + 5X)
1+exp@ + Bx)

Its logit is In{ n(;() )} =g + fx. The estimates ofr and3, and knowrx value are used to obtain the estimated
X

regression function given bgr(x) =

probability72(x) . A random number is drawn from a uniform distribnt[0,1], sayz. If 77(x;) > 1, theny; takes
the value 1, and 0 otherwise.

NON-RESPONSE BIAS AND NON-RESPONSE RATE

“The relationship between the bias and the sizeoofresponse while perhaps more important is |bg®os since it

depends on both the magnitude of non-responsetenditferences in the characteristics between redgrats and
non-respondents” (Platek and Gray, 1986). In tiaete is no clear-cut simple relationship betweemresponse rate
and non-response bias. However, in survey invgl¥ate-to-face interview a response rate of betwker 85% is

regarded as acceptable. But below 70% there l@ace of non-response bias in the estimates. Awgpto Groves

(2006), the non-response bias is a function of lmwelated the survey variable is to the responspemsity

(likelihood, probability of being a respondent).hihs also been argued that decreasing non-respat@semay not
necessarily lead to decrease in non-responsedridghat the non-response rate is not a very gaasune of the size
of the non-response bias. In a review of litematon the study of non-response rate and non-resduas, Groves
(2006) concluded that, for a particular surveyttié non-response rate were reduced by methodsattosetive to the
higher-income persons, then the relative non-respbias might decrease dramatically. If the n@poase rate were
reduced by methods equally attractive to higherlaner-income persons, then the bias might be redias a simple
function of how the non-response rate declined.wéier, if the non-response rate were reduced byadst more

attractive to the lower-income persons, then themgponse bias might actually increase”.

There is yet no conclusive study on the linkagavbeh non-response rate and non-response biagpénds on the
variables of interest and statistics obtained &edrésponse propensity of an individual. Non-respaate, however,
is indirectly related to non-response bias in sestanates. “In short, non-response bias is a phenon much more
complex than mere non-response rates” Groves (200@glly, in conclusion, “a rational approachtbe problem of

controlling non-sampling errors will, therefore tmetry to reduce them as much as possible to leaeishich the

results will be usable for the purpose in view, bat to such extent as will render the efforts andts to become
incommensurate with the improvements achieved” (Mul967, p467).

REFERENCES
Bourgue, L.B. and Clark, V.A. (1992): Processingdddhe Survey Exampl&@housand Oaks CA Sage Publications.

Chen, J. and Shao, J. (2000): Nearest-Neighbouutltipn for Survey Datalournal of Official Statistics 16, 583 -
599.

Ekholm, A. and Laaksonen, S. (1991): Weighting Response Modeling in the Finnish Household Budgetvey.
Journal of Official Statistics 7: 1325-37

Groves, R.M. (2006): Non-response Rates and Ngmres Bias in Household Survey&iblic Opinion Quarterly.
70 (5) 646 — 675.

Iwebo, E. J. (2008): Imputing for Missing Values time Estimation of the Population Mean of Post @rsity
Matriculation ScoreUnpublished MSc project, Dept of Statistics, Unsitgrof Nigeria, Nsukka.

Kalton, G and Kasprzyk, D. (1982): Imputing for Miisg Survey ResponseRroceedings of the Section on Survey
Research Methods, American Statistical Associafi@n; 31



Journal of Applied Statistics Vol. 1 No. 1 97

---------------------------------- (1986): The Treanent of Missing Survey Dat&urvey Methodology, 12, 1, 1 — 16.
Lohr, S.L. (1999): Sampling: Design and Analyfisixbery Press, Pacific Grove, CA, USA.

Moser, C.A. and Kalton, G. (1979): Survey Meth@dSocial Investigation.”? Edn. Heinemann Educational Books,
London

Murthy M.N. (1967): Sampling Theory and Metho8satistical Publishing Society, Calcutta, India.
Okafor, F.C. (2002): Sample Survey Theory with Apations.Afor-Orbis Publications Ltd, Nsukka, Nigeria
Platek, R. and Gray, G.B. (1986): On the Definii@f Response Rat8urvey Methodology, 12, 1, 17 — 27.

Rubin, D.B. (1978): Multiple Imputations in SampgBirveys — a Phenomenological Bayesian Approachado- N
responseProceedings of the Survey Research Methods Segfttbe American Statistical Asso. 20 -34.

................ (1986): Basic Ideas of Multiple Imputatiorrfllon-responseSurvey Methodology, 12, 1, 37 — 47.

Sampling:http://www2.chass.ncsu.edu/garson/pa765/sampling.ht



Journal of Applied Statisticgol. 1 No.1 99

Statistics for National Development
Sani I. Doguwad

Good statistics that has been collected accordinggreed good practices are crucial as a tool fevelopment.
Gross domestic product (GDP) and other measurescohomic activity such as Gross National Income I[JGN
together with their individual components, show hbe economy is responding to government policy agthdr
influences. The balance of payments can demonshateequirement for policy adjustments and is a@se of the
indicators scrutinised by potential foreign investin the country. Agricultural statistics cleafyve implications
for longer-term planning, particularly if they shaavmove away from the land into urban areas or angfe in
traditional farming methods. Population statistioften indicate the need for government interventiotfior
example, if the population is expanding so rapithigt there are major policy implications in the lfie of
education, housing, etc. Health-care statisticshrhigdicate the need for a change of policy in finevision of
medical services or the preponderance of particalseases. Growth in Monetary aggregates mightcatei the
stance or anticipated direction of monetary policy.

1. Introduction

Official statistics, that is, statistical data eslled and disseminated by governments about diffaspects of life
in a country, are needed for a number of imponamposes. They provide the information, the evidemeeded
for the business of government — both day to dawimidtrations as well as for policy analysis. A¢ thame time,
statistics are also important for users outsideegawent. They provide information needed for bussngecision
making and also help to keep individual citizerferimed about what their government is doing. Inaldvwhere
national economies are becoming increasingly id&grendent, official statistics collected, compiladd

disseminated by the National Bureau of StatistdBS) in the case of Nigeria, provide a basis foderstanding
how Nigeria interacts with others and how condgicompare with those elsewhere.

Until 1959, the banking industry in Nigeria wasdely unregulated. There were, therefore, no ridiand
organized data on the monetary and financial subese However, the phenomenal growth in the nunmifer
financial institutions and financial instrumentsNigeria subsequently led to the greater use ofatasy policy for
economic stabilization. Consequently, the need doitar the events in the monetary and financiataecalls for
more timely, accurate and reliable data. This ve® the collection, compilation and disseminatdibalance of
payments, monetary and banking statistics on tigeddin economy by the Central Bank of Nigeria (CBN)
Good statistics that has been collected accordinggteed good practices - using appropriate metfaddata
collection, processing and dissemination, are efuas a tool for development. They provide an dbjecand
replicable picture of the state of a country; eaatiimparisons, both over time and space; and sehbwarks for
measuring progress in the future. The use of weHitdished data processes provides data andistatisat can be
analyzed using the powerful tools of statistics andnometrics.

Every country needs good statistics, thereforepatrall countries have established specialized @gerfsuch as
NBS and CBN in the case of Nigeria) whose job isdbhect, process and disseminate good statiStls.problem
is that in many countries, especially those in sategeloping world, the work of these agencies igenn
appreciated and under-valued. Many statisticalesystare caught in a vicious cycle of under-fundivigch
ultimately leads to under-performance.

Official statistics are public goods. The use anthby one person or agency does not detract frein tise by
another. While they are often costly to produceytare readily disseminated and once they aregylalvvailable,

it is difficult to exclude other users. The valdestatistics depends upon their quality. Howeverges it is not easy
to ascertain the quality of statistics directlyerss must have confidence in the producer and inptbeesses
(methods and standards) employed in the produofitime statistics. For all these reasons, it iadift to establish

functioning markets for statistics. This leavesioral governments, institutions and internationgérecies to
produce and disseminate statistical information.

1 A paper presented at the Public Seminar: Statisticsdtiohal Development, Organized by the Nigerian EconomiceBgci
Held at Reiz Continental Hotel Abuja on Tuesday 16th Jun&.200
2 Statistics Department, Central Bank of Nigeria
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Governments have a duty, therefore, to compile puldlish official statistics. The kinds of statistithat are
collected and disseminated will depend on needs heawvé to be determined in consultation with userd a
providers. With many other competing uses of gowemnt revenue in developing countries, not all stiag that
are needed can be provided. As a result, varycdlffidecisions have to be made on priorities. Ithis job of
statisticians to make the case for adequate reseuoccprovide the most important sets of statisdsthe same
time, though they have to demonstrate that theyusieg the scarce resources provided as efficiesutig
effectively as possible and the data that are beatigcted are of use and value. They also havetyatd ensure
that the data they provide are of good quality t#nad users are able to have confidence in the acgureliability
and integrity in the data.

The rest of the paper is structured as followsti@edwo discusses the development and maintenahaegood
statistical system. The uses of statistics foromati development are discussed in section threie whction four
summarizes and concludes the paper.

2. Developing and Maintaining a Good Statistical ystem
2.1 Historical Background

The 19th century British Prime Minister BenjaminsBieli observed that there are three kinds of hdgs,
damned liesandstatistics His observation, while not calculated to dispéeatatisticians, was an early indication
of the political importance of statistics. Coll@ctiof facts and figures by government about iigemits is as old as
the most ancient of civilizations. The Romans diand there is evidence of local censuses in anBiabylon and
Egypt. A complete count of citizens was plannechina in AD 1370. The Domesday Book was an exhaisti
and defining survey of England conducted by itsrdam conquerors in the 11th century. However, sucly e
population counts were very limited, the two maimgmses being information for conscription and taxa

The word ‘statistics’ derives from the Latin ‘statwr political state and the German ‘statistikfacts and figures
for use of the state. Despite their earlier begigsj statistics didn’t become properly organizetl time scientific
revolution in Europe in the 7century and the growth of European nationalismerwnation then determined to
gather as many facts as possible about its popnlatade, finances, taxes and armed forces. Buast’t until the
20" century that official collection of statistics ddoped into the exhaustive process we see todaf, drita
available on nearly every aspect of people’s liaesl on country’'s activities. Official statisticaystems in
developed countries collect and disseminate a wétg range of data about individual nations. Insiegly, as is
happening in the European Unipfior example, consistent and comparable statistiesbeing collected at the
regional level.

2.2 Production and Dissemination of Good Statistics

The Statistics Act, 2007 (Act No. 9 of 2007) estdi®d for Nigeria a “National Statistical SystenNSS) with

objectives to: raise public awareness about theitapce of statistics; collect, process, analyzd dinseminate
quality data; promote the use of statistics; antdbzapacity for the production and use of datahideement of
these objectives could institute a culture of cansc use of statistical data by both the public pridate sectors
for planning and decision processes.

The Act has in addition established a nationalsiie$ office, the “National Bureau of Statistic®IBS) which

plays the role of coordinator of the NSS with pasveer collect, request and be provided with dataughout the
country on a wide range of matters. The Statigti€neral is responsible to the Presidency antiésetore
politically in a position to influence decisions gbvernment. In addition, the Act has provisionat tensure
professional development. For instance, thereasepsional requirements for appointment to the 8adrNBS,

MDAs are to established statistics units with stafbe appointed by the NBS, the NBS employee serstheme
is aligned with educational/research institutiamshie country, and there is provision for a “Na#ib@onsultative
Committee on Statistics” (NCCS) that examines stiatil programmes and develop statistics stratefgieshe

country.

¥ See Eurostat website - http://www.europa.eu.inifto/eurostat/
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In addition to other powers granted the CBN unblerAct No. 7 of 2007 (The Central Bank of Nigeriet A2007),
it has powers to collect and share informationtirgato or touching or concerning matters affectihg economy
of Nigeria. The CBN has therefore been providedhthe essential legal instrument to play its raléhie NSS. To
this end, the Bank established its Statistics Diepant with the mandate to “collect, analyze and agandata on
all sectors of the economy, in order to providdistieal support to the Bank, the government, imaional
organizations and other stakeholders”.
Fellegi (1975) noted that:
"The objective of a national statistical systenwigprovide relevant, comprehensive, accurate and
objective statistical information. Generally, sHits are invaluable for monitoring the country’s
economic and social conditions, the planning andl@ation of government and private sector
programmes and investment, policy debates and adyp@and the creation and maintenance of
an informed public.”
It is, therefore, useful here to emphasise somepké@yts on how to produce and disseminate gooustitat
a) International standards should be adhered to iectoig and processing data, in order to facilitate
comparison and analysis between countries andtioner
b) Those in charge of official statistics must enjoyne degree of autonomy from government in producing
and disseminating data.
c) Data dissemination must be undertaken in a wayistaedible both inside the country and
internationally.
The Statistics Department of the CBN has recognizesge key points as encapsulated in its missaiarsent — to
provide comprehensive, timely, accurate and rediagta for policy design, analysis and evaluationugh the
use ofstandard statistical procedures

At its special session of 11-15 April, 1994, theitdd Nation§ have developed some fundamental principles of
official statistics that were adopted unanimousjytiee United Nations Statistical Commission. Theeinational
Monetary Fund (IMF) has also been concerned withgbhality and reliability of official statistics.h& IMF's
Dissemination Standards Bulletin Boargrovides access to three sites:
a) The Special Data Dissemination Standard Site (SOjD&)es countries that have or might seek access to
capital markets.
b) The General Data Dissemination System Site (GDDi&)eg countries in public provision of timely,
accessible and reliable economic, financial andatgaphic data.
c) The Data Quality Reference Site (DQRS) has beeatenido foster common understanding of data quality

2.3  Censuses, Surveys and Administrative Data

In ancient times, collection of official statistiegas little more than a simple head count. Today & process of
considerable sophistication. The quality of thelisiied statistics depends entirely on the wayshicwthe source
data were collected in the first place. In deveigpicountries especially, a key data source is tEomal
population census, conducted in most countries eneey 10 years. Generally the population censtisenly
complete count of the whole population ever caroed. Census data, therefore, provide a valuablecesoof
statistical information about the current stateacfountry and its people. By comparing one setesiilis with
another, significant long-term changes in the pafh and in key aspects of national life can baitooed. In the
United Kingdonf, for example, apart from the war year 1941, a uefms been taken in Britain every 10 years
since 1801, enabling comparisons over two centuries

Full counts of the whole population, however, aothbexpensive and very disruptive and consequeméyonly

held at fairly infrequent intervals. Instead, alina#f statistical systems make use of statistibabty to select
samples so as to be representative of the popuoltiey are selected from. Sampling theory provitiesbasis for
selecting samples, for generating estimates of itapostatistics for the whole population and ef@mproviding

measures of the reliability of these estimates.

Sample surveys, therefore, of many different papria such as households, businesses, farms, as afethe
country are a key data source in most countriesidny countries, regular and continuous surveys &ey source

* See United Nations website — http://www.unstatsungiunsd/goodprac/bpabout.asp

®See IMF website - http://www.dsbb.imf.org
® See the United Kingdom websit@ttp://www.statistics.gov.uk/census2001/census_news.asp
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of statistics essential for monitoring social ammdremic trends. They may monitor such things assthe and
structure of the labour force and the activitiehiofiseholds including: spending patterns, familycture, housing
conditions, education, health and so on. In dewetppountries household surveys are a key souraata to
monitor welfare indicators such as those requidpbverty reduction strategies and for monitorprggress
towards the Millennium Development Goals.

Data derived from or collected as an adjunct to inthtnative processes are also a major source fidiadf
statistics. Depending on the sophistication of gowveent, there are potentially many such sourcestatfstical
data including population registers, tax records ttocumentation needed for international trade seitbol
enrolment. In some developed societies, for exantpéeScandinavian countries, these sources protide
majority of official statistics. In developing cowies, however, rather less use is made of admatigt data, in
part because of limitations of coverage, but alstalise of bureaucratic problems.

2.4 Producer User Relationships

The successful collection of official statistics aften described as @ircular process in which government
(producer), those who supply data to governmespfmedents), those who use or benefit from thessiti(users -
enterprises and citizens), and the media aretelllinked and interdependent.

The government (the official statisticians) depemdthe goodwill of respondents for an adequate effidient
supply of data, even if the respondents are sorestiabliged to cooperate by statute. One way in lwkigch
goodwill can be fostered is by making the stastompiled as a result of such cooperation avalabl user-
friendly way to respondents, as well as the puhligeneral.

Official statistics are collected on behalf of fheblic and at its expense, using income from taxafl hey provide
an indication of the state of the nation, both gand bad. Access to statistical information issaurce of political
power. To some extent, therefore politicians magtwid “control” the flow of information or perhapsanipulate
the data to show their efforts in a more favourdigllet. But good governance requires that offigtdtistics are
made readily available to all citizens, even if gogtatistics may indicate poor performance.

Ease of access to official statistics is a hallmafkan open and democratic society. Politiciansdnte be
persuaded that providing reliable statistical daiat is trusted by the user has long-run benefitbdlping to
promote economic growth and reduce poverty. Corlgrsountries where official statistics are tightbntrolled
and are subject to political manipulation may viielll it more difficult to attract investment andwedop markets.

To complete the circle, it follows that the newsdmeplay a critical role in the process. They aileeq channel
through which government informs the public onistigl matters; and they act asvatchdogin case of any
attempt by government to manipulate official statss The best national statistical offices putighhpriority on

their relationship with the media.

2.5 Role of Technology

Official statisticians manage data collection eigms, process the data to identify and remove ®ramd to
calculate different indicators and statistics, #meh disseminate the results. Typically, even ialsoountries they
deal with very large data sets, containing thousaml even millions of records. In the past, dategssing and
dissemination used to be painstaking operationsiniag large teams of people. Often, results diégippear for
three, four or even five years after the actuah datlection. The results that were eventually jshigld were quite
limited, special tables to obtain specific inforioat for example, how many people of a certain grgeip lived in
a particular province, might take months of worly. tBat time, the data are out-of-date and no longeful for
decision-making and other purposes.

Information and computing technology (ICT) has aehall this, even in poor developing countriese Thst of
computing power has now come down so low thatwtiflin reach of even the smallest statistical ageSome of
the changes and opportunities that ICT has madsglgesnclude:

a) The possibility of manipulating very large datassitvolving millions of figures has offered statigins

the opportunity to study micro data correspondiongvéry small areas, such as a city block or a rural

settlement with a handful of inhabitants.
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b) Such micro data can be easily assembled to studyewirew geographical entities — areas of poverty,
zones of industrial development, suburban sprawigéat metropolitan areas etc.

¢) Thanks to new data-warehousing techniques, thisggsscan be completed in seconds: the data argsalwa
available, even on the Internet, for compilationahbles that meet exactly the needs of the user.

d) Geographical Information Systems (GIS) have beestrileed by UN as a computer-based tool for the
input, storage, management, retrieval, update aisabnd output information. The information in aSGI
relates to data characteristics that are geogralbhiceferenced. GIS allows statisticians to answer
guestions aboutvhere things are or abouivhat is at a given locations (Handbook on Geographic
Information System and Digital Mapping by the Uditgations, N.Y., 2000).

e) The Internet provides whole new opportunities issdminating information and substantially redubes t
cost of publishing data. Data can be made accessiblusers without having to incur the costs of
publishing large and expensive printed reportsaBase management programs allow users to access dat
in new ways, making links between data sets that¢ wet possible previously.

2.6 Cost and benefits of updating the statisal system

A country under development undergoes rapid chaBgggistics quickly become dated, as processes asch
globalisation and the use of ICT rapidly modify fhieture they once portrayed. For such countriesgbbping a
statistical system can’t be simply a ‘one-off’ esise. It might be possible to obtain help in depeig the system
and in building capacity, but then a country prdpahust rely on its own resources to maintain ¥e& when
resources are scarce, investment in good statistiss$ be a priority.

Because needs for statistics change, as coungiedap and as users become more experienced ipsanahd
use of data, statistical systems need to ensutethles are continually monitoring needs and adgptimeir
operations to reflect changing demand. But somésttal processes such as large-scale surveysemglises are
complex exercises that require considerable timglan and execute properly. It may take two yearsore to
plan and carry out a new large-scale householdegufaor example; a population census can take &reger. An
effective and efficient statistical system, therefas not only one that meets current needs, bithwactively
anticipates future needs.

The managers of official statistical systems, tfeee need to be forward looking and to be contiguerguing for

an appropriate allocation of financial and othesorgces. At the same time they need to ensure thigat
infrastructure that supports statistical operatisnalso adequate and is being upgrade as resopecast. Such
infrastructure includes physical facilities suchbaddings, vehicles, computers and communicatespment as
well as the building blocks of effective statistiaperations, such as a business register, mapssamgling

frames.

3. Using statistics for National Development
3.1 Data for Managing Government

Governments need statistics to run a country efiity, both for day-to-day administration and fatipy making
in the longer term. They need statistics to martageeconomy, to 'balance the books' — maintainifigance
between revenue and expenditure and ensuring neaomemic stability. Statistical data also haveuxial role
to play in resource allocation, in deciding wherarse resources can best be targeted so as tvaetygeeed goals
and targets.

While governments finance official statistical ages to generate the data needed for the busifigesernment,
it is now widely accepted that these agencieslzds@ a duty to provide information to others owsjdvernment
to support decision making generally. Becauseiaffstatistics are public goods, it is usually possible for the
private sector to provide the wide range of dateded by businesses and individuals. Statisticdheam powerful
instrument in building a national consensus on aleange of actions — and, as such, are a coonerstf the
democratic process.

Governments also have international responsitslitieough their membership and participation irhbragional
and international arrangements. The provision afueate and up to date statistical information itemfan
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important part of this. Good statistics enable antxy to fulfil its international responsibilitieend send a positive
message to the rest of the world.

3.2 Data for Managing the Economy

One of the most important tasks all governmente hsito manage the domestic economy and its irtterscwith
the rest of the world. The actions governments takg from country to country, but include mainfag an
appropriate balance between supply and demandeimldimestic economy and externally and creatingite
environment for investment, economic growth and gutw reduction. The economic statistics that offlici
statisticians collect are crucial for this process.

Growth and prosperity depend to a large extentamirolling the rate of inflation, i.e. the ratevahich the retail
prices of goods and services are changing (inergasidecreasing). The retail (or consumer) pmcex is among
the most high profile and keenly anticipated stiasissued by governments, usually on a monthlguarterly

basis. One reason is that it affects nearly everyamd most people have some understanding of écause it
indicates the value of their money. Inflation issgly linked to government policy — for examplejrterest rates
set by the central bank — and its accurate measuntein considered a key criterion of short-termnecoic

management.

Similarly, labour market statistics — levels of doypnent and unemployment and earnings — are alkegt-serm
indicator of economic health and whether or notgbeernment needs to make adjustments in econasticypln

developed countries these are collected and pahlishonthly. In the developing world the data areless
important, but are more complicated to collect iseamany people work in what is known as the in&rsector
where statistics are not so readily available.

Balance of payment statistics, while not so readitglerstood by the man or woman in the streetclrgely
monitored by the government and the business wmetthuse of the economic penalties that can svaftlyrue
from trade and other imbalances. Again, these sually compiled monthly.

Statistics on industrial output are also a poittguossible imbalances in the economy - whetheobi particular
sector (for example, manufacturing industry or agture) is in decline and might need to be thgeaifor
government intervention.

3.3  Data for Longer-term Policy-Making

Gross domestic product (GDP) and other measurezaiomic activity such as Gross National Income IjGN
are key indicators for governments. Together wiithirt individual components, they show how the ecmynads
responding to government policy and other influsnd@DP per person is a readily-understood indicatahe
nation’s economic well-being and one often used wbhemparing one country with another. The balanfce o
payments can demonstrate the requirement for palifystments and is also one of the indicatorstisisad by
potential foreign investors in the country.

Agricultural statistics clearly have implications flonger-term planning — particularly if they shamove away
from the land into urban areas or a change inttoadil farming methods. Population statistics ofiedlicate the
need for government intervention — for examplethé population is expanding so rapidly that theee raajor

policy implications in the fields of education, sing, healthcare etc. Health-care statistics miigfitate the need
for a change of policy in the provision of medisafvices or the preponderance of particular disease

Money and Banking statistics are very importanttfar purposes of formulating monetary policy anchitasing
its implementation. The major users of money aamtking statistics in Nigeria are the policy makefrshe CBN,
Federal Ministry of Finance, National Planning Coission, the Presidency, the financial sub-sectankb and
other non-bank financial institutions), researcstitates, private researchers and universities.

A major function of the CBN is the overall supeiwis of Nigeria's financial system. Based on thetgtay
returns the banks and other non-bank financiaitirigins render to the Bank on periodic basis,ririal statistics
are compiled and used to monitor compliance witlicpotargets. Also in the early 1990s when the Ilsank
experienced varying degrees of distress, Doguwa9)lAoted that the CBN refocused its attention fiorts to
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identify problem banks and to predict failures wstifficient lead time for remedial actions to bstituted to save
the banks from deteriorating further.

There are many other examples: tourism statistightnibe a key indicator, especially in a developgugpnomy;
transport statistics could be vital for infrastrret planning; crime statistics might suggest pnoisi@f criminality
that demand positive policy intervention; enviromtaé statistics could highlight looming problemspufilution,
especially when industry is expanding rapidly.

3.4 Statistics for Business Growth

It would be a foolish person who started a newrmss ‘blind’, without any knowledge of the genexabnomic
climate or the particular circumstances of the reagector he or she had entered. Here again,alffitatistics are
an invaluable ally. Economic and financial statistigive the background to a country’s economic theal
Import/export data will offer clues on the interpatl dimension of your chosen market sector. Fguon
household consumption and spending patters migitate levels of demand for goods and servicedeviinose
on retail or consumer prices (inflation) and retsdles (‘factory gate’ prices) will also yield ugkebusiness
intelligence. Statistics on bankruptcies and comgplguidations can also provide useful and cautignaote
background information. At a more specialised letleére might be data that focus on particularasscdf the
economy, or particular groups of consumers.

The retail or consumer price index (RPI/CPI) iad$ great significance for government and businBssiness
contracts can often contain clauses stipulatingdgeeed payments are subject to rises in line thighRP1 or CPI.
Businesses operating in a climate of high inflatemuld invite ruin if they did not take such a meton in
drawing up contracts. Governments often have ‘emtdi with their citizens based on the RPI/CPI ~eérgample,
the level of state benefits or pensions mightiridae with inflation.

3.5 Using data to Improve People’s Lives

In addition to managing the economy, official sttitis are also needed to monitor the welfare, dklveeng, of
people. All governments have a concern on the stafttheir citizen’s health, education and otheaarof welfare.
All countries have signed up to the United NatioMsllennium Declaration that requires actions topnove
welfare and sets out specific indicators to bekeddetween now and 2015. At the same time, maagrgments
have developed specific poverty reduction stratetfmt also set out targets for improvements infaseland
identify specific indicators to be measured ongular basis.

Some indicators of well-being focus such as infamurtality and life expectancy at birth are conceréth
survival and life experiences. Others focus on ifipegspects of welfare such as health or educatiereasingly
countries are accepting that they have an obligat@ only to monitor welfare, but also to proviggular reports
on progress and the information needed to monitatus happening regionally and at the global level

The World Health Organizatidris probably the most important international oiigation which directs and
coordinates authority on international health wiikt strives to bring the highest level of heatttali peoples. The
UNESCO Institute of Statistics (UIS) carries out simitasks on education statistics.

3.6 Statistics to Attract Foreign Investment

Statistics are a crucial guide for firms considgiimvestment in other countries, and for interneglomorganisations
providing development assistance. The IMF's Gerigadh Dissemination System Site was establishd®@7 to

provide a framework for evaluating needs for datprovement and setting priorities in this respanog to guide
member countries in the dissemination to the pulificomprehensive, timely, accessible, and religoi@nomic,

financial, and socio-demographic statistics. Thésite provides information on data produced andedisnated
by member countries that participate in the GBDS

" See WHO website — http://www.who.int
8 See UNESCO website — http:// www.uis.unesco.org/
® See IMF website for GDDS - http:/dsbb.imf.org/Applicat/web/gddshome/
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Data are essential for world financial operatidngernational organisations, financial institutiosusd banks rely
on statistics to evaluate their investments. Batisiics can be unreliable, prone to differentrptetations or too
dated to be useful. Or they could be reliable lmuisable if international investors do not trusmhé&o avoid such
risks and with a view to becoming players on thebgl financial stage, by the end of 2000, 47 coesthad
agreed to submit their statistical systems to thesrof the IMF's Special Data Dissemination Stethda list of

the data the IMF maintains (and that are considpeeticularly important for investors) is providethe website
provigleos information about economic and financitladdisseminated by member countries that substwiltiee

SDDS™.

4. Summary and Conclusion

The word “Statistics” has different meaning to pleopf diverse backgrounds and interest. Some pedpie
statistics as a field of hocus-pocus whereby agpeirs the known overwhelms the amateur. To othepfeeit is a
way of collecting and displaying large amounts ofmerical information. And still to another groupsta way of
making decision in the face of uncertainty. Gergrgpeaking, Statistics is concerned with collegtinollating,
summarizing, presenting and analyzing data asasgetlrawing valid conclusions and making reasondédésions
on the basis of this analysis. Careful use of stehdtatistical methods enables us to accuratedgribe the
finding of a scientific or socio-economic research.

Statistics is use in almost all areas of the playsimd social sciences. The professional fielderafineering,
education and business all employ statistics itingestandard, establishing policies and plannifiige Civil
Engineer can use statistics to determine the ptiegeof various materials, the school superintehaesy use
statistics to mould curriculum, and the Businessagar may employ statistics to forecast salesgdgsioducts
and produce goods more efficiently. The role oftisias in the social sciences, especially in psjaty,
sociology and economics is a critical one. Here liebavior of individuals and organizations oftensinbe
monitored through numerical data to lend credenamddels and theories that cannot be supportetidnyrédtical
arguments alone.

Despite the need of statistics as public goodsnfdional development, it is difficult to establifinctioning
markets in statistics. This leaves national govemis) institutions and international agencies todpce and
disseminate statistical information. These nati@mlernments, institutions and international orgations have a
duty, therefore, to compile and publish balancepayments, monetary, banking, other financial anftiaf
statistics by providing adequate funds and othppsti to their Statistical Agencies.
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